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Speech is one of the best and easy ways for communication. In speech communication, the speech signal is affected by some background noises, additive white Gaussian noise (AWGN) as well as distortions from Rayleigh and Rician channel. The performance of speech processing is reduced by background noise which makes it difficult to listen to the speech and is the major reason for speech quality degradation.

Noise reduction techniques play a key role in removing the artifacts. These noise reduction techniques are used for separating the clean speech from noisy observations. In this thesis, two algorithms are used to eliminate the noises in single channel speech enhancement such as; spectral subtraction and Wiener filter. The main motive of these algorithms is to reduce the level of noise and improve the corresponding signal-to-noise ratio (SNR) at different power levels of input SNR. This paper involves the theoretical and practical analysis of these algorithms.

In which Wiener filter is compared with the spectral subtraction algorithm based on SNR improvement introduced by them. These noise reduction techniques show that output SNR is more than the input SNR. This means, filters are able to remove the noise from noisy speech. In whole, experimental results show that SNR improvement of the Wiener filter is much better than the implementation of spectral subtraction.
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CHAPTER 1
INTRODUCTION

In this chapter, a brief introduction of speech processing is provided. It deals with the transmission, processing and reception of speech signals. Further, the applications and advantages have been described in brief. In practical situations, a speech signal is prone to noise and interference while passing through a channel. It is necessary to remove any kind of distortion in the speech signal. To achieve this, various techniques like speech enhancement etc. are used. Such techniques and methods have been discussed here briefly but comprehensively.

1.1. SPEECH PROCESSING

Speech is one of the most elementary forms of information. Human interact with everyone in many ways like eye contact, facial expression, gesture, most importantly speech. Therefore, speech is the simple way to communicate with one another and systematic form of exchanging information. There are many different ways to communicate by speech in the form of sentence, words and phrases by using some semantic rules [1]. With the help of telephone, it becomes easiest to communicate with each other over long distance using their original speech instead of text conversations. When the speech information is transmitted over the transmission medium, it is necessary to process the acoustic data. Speech processing is defined as the analysis of speech signals and the processing method of these signals. Speech processing can be considered as the specific case of digital signal processing (DSP). Then, speech processing inherits pictures. Speech processing changes the speech signal into digital signal. Digital signal is the discrete signal which has series of numbers. Therefore, the signal can be employed in various applications. Speech processing is a field of digital signal processing where the signals are processed in their digital format. In general, the speech processing requires the acquisition of the speech signal, operating the signal, storing it for further processing; transmit to the target point and finally generates the output [2]. The exchange information can be examined at distinct levels. At the phonetics level, it deals with the properties of sound signals. The acoustic level is a branch of physical science. Morphology studies the formation and composition of words. The phonological level is the essential interface between phonetics and linguistically representation of higher levels. The semantically level is related with how meaning is deduced from words and concepts. At last, pragmatic studies about how meaning is deduced from context [3]. Therefore, speech is one of the most intriguing signals that humans work daily.

1.1.1. The Speech Chain

To acknowledge the nature of the speech signal and how DSP methods, with communication technologies, can be used to help resolve the variety of application scenarios. However, the speech chain describes the levels in speech communication when a message moves between the speaker and the listener. The speech chain contains; speech production, auditory feedback to the speaker, speech
transmission (over electronic communication system or through air), speech perception and understanding by listener as shown in Figure 1.1. The levels of speech chain are [4]

- **Linguistic level** (from speaker side) - where transmission of messages with the selection and organizing of appropriate words, phrases and sentences.

- **Physiological level** (from speaker side) – where the vocal track elements generate the sounds along with the linguistic units of the utterance.

- **Acoustic level** – in which sound is freed from the mouth and transferred to both the speaker and to the listener.

![Speech Chain Diagram](image)

### Figure 1.1 Speech chain [4]

- **Physiological level** (from listener side) – where the sound is examined by the ear and the auditory nerves.

- **Linguistic level** (from listener side) – the speech is received as a series of linguistic units and then acknowledged the words, phrases and sentence.

### 1.1.2. Application of Speech Processing

The speech processing has a variety of applications are given below.

- **Speech coding** – It is the process of compressing the digital audio data without any loss of quality and intelligibility. The main objective of the speech coding is to reduce the bit rate and preserve the level of speech signal. It uses the speech specific parameter with data compression algorithm to produce the modeled parameters in compress bit stream. It takes the benefits of properties of speech production and perception. Speech coding is mainly used in security, teleconferences, reduction in bit rate, removal of noise, in narrowband communication, channel cellular communication etc. [5].
The Figure 1.2 shows the block diagram of speech coding. According to this diagram, first analog to digital converter (ADC) is employed to convert an analog signal to digital representation. Then digital signal is analyzed and encoded. This encoded data transmitted over channel and give the final encoded signal. Using this inverse of analysis processing, the digital signal is synthesized and converted into analog signal. And then decoded signal is takes place [6].

![Block diagram of speech coding](image)

**Speech synthesis** – It is also called as Text-to-Speech (TTS). Speech synthesis is the process of producing a speech signal of an unknown text. In other words, it is the artificial production of human speech. It converts the linguistic representation into a complete speech. These systems are important part of human machine communication systems such as email access, alarm system, telephone based information in air travel, automatic transactions, handheld devices etc. [5].

The Figure 1.3 illustrates the block diagram of speech synthesis. In the first stage, it maps the input text into a basic form, and evaluates the structure of input. And then determine the pronunciation of the words. In the last stage, it converts the symbolic representation into real speech signal [6].

![Block diagram of speech synthesis](image)
• **Speech recognition** – It is the process of extracting usable linguistic information from speech. It is a duty for machine to recognize and understand the speech signals [5]. The speech recognition applications include command and control (C&C) applications, agent services such as calendar entry and update, voice dictation to creates memos, documents etc.

The Figure 1.4 represents the block diagram of speech recognition. Using A-to-D converter, the system converts analog signal into digital form and then feature analysis converts the digital signal into a set of features. The last block named as pattern matching, dynamically aligns feature vector with a continual set of recorded patterns, and selects the identity related with the pattern which is the perfectly matched to the dynamically aligned feature vector of the speech signal [6]. The process is known as speech recognition.

![Figure 1.4 A block diagram of speech recognition](image)

• **Speaker recognition** – speaker recognition is used for recognize a people from a speaking expression. It includes the two subfields: speaker verification and speaker identification [5], [6].

• **Speech enhancement** – Speech enhancement is used in noisy environment. The goal of the speech enhancement is to decrease the level of noise from noisy speech signal and enhance the quality and intelligibility of the speech. There are many techniques are used for speech enhancement in single channel and multiple channel [5], [6].

• **Language translation** – It converts the one form of language into another form of language [5], [6].

### 1.2. SPEECH ENHANCEMENT

Speech signals are one of the necessary and easiest ways for communication between human beings. Speech communications are used in our daily lifestyle. The speech communication includes a speaker, a listener, and a variety of communication conveniences. Speech communications occurs all over, like domestic homes, seminars, cocktail parties, work, medical appointments, and school conferences. When both speaker and listener are close to each other in a silent medium, communication is generally secure and precise. Usually, at a distance, random environmental noises degrade the quality of speech communication between them. Noises exist all over, and are developed by many factors; therefore it is difficult to recognize them all [7]. Noise can be categorized into additive noise and non-additive noise. The additive noise contains broadband noise, pulse noise and periodical noise. The periodical noise generated from engine and pulse noise generated from discharge and explosion. Also broadband noise contains heat noise, quantization noise, and random
noises like pink noise and white noise. On the other hand, non-additive contains convolution noise and multiplier noises which can be converted into additive noise by homomorphic transform [8]. The features of the noises are either well known or unknown; though, they all can disrupt, distort, or degrade the status of speech signals. Therefore, noisy background is probable to affect people with hearing loss. The field of research that probes eliminating noise from distorted speech with using distinct signal processing techniques is known as speech processing [7].

Noise reduction/speech enhancement, is a problem of retrieve a clean speech spectrum from the speaker examination corrupted by some degree of background noise such as fan noise, car noise and other interfering speakers through improving the SNR to produce the speech signals with a greater perceptual quality [9]. Figure 1.5 shows the block diagram of different sources of noise. In this figure, the noise speech signal is combination of background noise, desired speaker, transmission noise and other speaker noise. The noisy speech signal passes through speech enhancement algorithm to obtain a clean speech signal, which is equal to the original speech signal and then easily audible to listener.

![Block diagram of different sources of noise](image)

Figure 1.5 Sources of noise [10]

Depending on the SNR, disturbances make a conversation uncomfortable in the worst case. In order to manage with such acoustic environments, speech enhancement algorithms helps in reducing background noises, echoes, Amplifier noise, quantization noise, or reverberation without affecting the speech signal by means of digital signal processing [11]. The improvement of SNR, intelligibility, and computational complexity are key criterion for the execution of the noise reduction system. However, no speech enhancement systems can refine both speech intelligibility and quality. Speech intelligibility can be considered as a feature of quality, after all good quality speech regularly provides good intelligibility and unintelligible speech would not be categorized as having good quality [12]. Generally, the speech relevant method of noise reduction divided into different classes, i.e., spectral subtraction algorithms, subspace algorithms, and statistical based algorithms [13].
- **Spectral Subtraction algorithm** is one of the standard methods used for suppress the noise. It operates in the frequency domain by removing the background noise from each spectral band which coincides to the noise contribution [12].

- **Subspace algorithms** operate in the autocorrelation domain. In this algorithm, speech and noise components are considered as orthogonal, so that they can be freely separated. But in this algorithmic design, to finding the orthogonal components have become computationally more costly [14].

- **In statistical based algorithm** minimum mean squared error algorithms include Wiener filter and Short time spectral amplitude (STSA) estimator. In which Wiener filter method works on removal of noise component. On the other hand, in the time-domain, the noise reduction problem can be produced as a linear filtering technique either on a block basis or on a sample basis. In both conditions, the greatest crucial issue of noise reduction is to design an optimal filter that can notably reduce the impact of noise with keeping the filtered speech signal close to its original speech signal [9].

### 1.3 APPLICATION OF SPEECH ENHANCEMENT

Noise reduction, sometimes called as Speech enhancement, is an important vital signal processing problem and it deals with processing of noisy signals, aiming at improving their quality and intelligibility [9]. Clean speech signals corrupted by different types of noises, which causes degrade in the speech quality and intelligibility. And then cause listeners to suffer from fatigue. Furthermore, speech processing systems are often designed under the belief that only a single, clean signal is present at the time. That’s why noise reduction plays an important act in many communication and speech processing systems. On the other hand, the quality of speech indicates how a speaker communicates an announcement and consists of such feature like naturalness and speaker recognisability. Intelligibility is concerned with what the speaker had said, i.e., the meaning or information content beyond the words. That’s why a noisy domain degrades the speaker and listeners capability to communicate. To decrease the influence of this issue speech enhancement can be executed [10].

The noise reduction filters are effective for upgrading any type of desired signal. The desired signal is speech which is employed in many applications like telecommunications, mobile phones, multiparty teleconferencing, gearing aids, automatic speech recognition, and human–machine interfaces and hearing-aids [15]. Figure 1.6 represents the applications of speech enhancement. The speech has to be recorded using number of speakers, and the speech will be corrupted by noise such as, fan noise, car noise and other interfering speakers etc. then the noise will degrade the speech quality and intelligibility, which has a harmful impact on speech applications.
In multiparty conferencing, e.g., the background noise received by mike at each position of the conference merges at the main bridge with other signals. Then the loudspeaker at the each position of the conference produces sum of the all noises. That’s why, without noise reduction, no communication takes place [16]. In hearing-aids, e.g., degraded speech quality can cause listener fatigue. Therefore, it is necessary to establish noise reduction techniques to decrease the influence of the noise in signal processing applications [15]. Therefore speech enhancement is essential to avoid the reduction of speech quality and outdo the constraints of human auditory systems.

1.4 SINGLE CHANNEL SPEECH ENHANCEMENT METHOD

The single channel speech enhancement methods formulate two notions on the observations of noisy signal:

- The clean speech signal and the additive noise signal are uncorrelated.
- Noise statistics change moderate than speech statistics.

Single channel speech enhancement method mainly deals with the applications where a single speaker is used for recording purpose like mobile telephony. In this method, two filter algorithms are used i.e. spectral subtraction algorithm and wiener filter. These techniques provide enhancement in the
quality of corrupted speech. In these filtering techniques, the noise reduction problem is defined as filter design problem where the objective of such filter is to mitigate the noise as much as possible [17].

1.4.1 SPECTRAL SUBTRACTION

Spectral Subtraction is one of the first and easy approaches for single channel speech enhancement. In this technique, the estimated noise spectrum is subtracted from the noisy speech spectrum (clean speech and noise) and then estimated clean speech spectrum. Spectral subtraction suffers from background noise, fan noise, musical noise and speech distortion. Spectral Subtraction technique is deal with transform domain approach, in which signal is converted into frequency domain [7], [12]. The advantage of this transform domain is that it is easy to classify speech and noise components and hence easily noisy components can remove.

1.4.2 WIENER FILTER

In signal processing, the Wiener filter is another approach to reduce the noise in speech signals. This filter method is based on the reducing the mean square error (MSE) among original signal and estimated signal [12]. Using this optimal linear technique, the a posteriori SNR is always greater than or equal to a priori SNR, which means that this technique is useful for clean the noisy speech signals [16]. The block diagram of optimal Wiener filter model is illustrated in Figure 1.8. In this process, the input signal is obtained by sum of original signal and different noise and then passed through Wiener filter. The enhanced signal is obtained with less amount of noise.

![Figure 1.7 Optimal Wiener Filter model](image)

1.5 ORGANIZATION OF THESIS

The organization of this thesis is as follows:

Chapter 2 of this report covers the study of literature by highlighting the points summarized in each paper.

Chapter 3 introduces a brief description on the spectral Subtraction, which is used for reducing the noise in speech spectrum with proper model of spectral subtraction algorithm. In the last section of this chapter introduces the input SNR and Output SNR which are included in performance measure.

Chapter 4 presents another filtering method for reducing the noise and helps in improving the SNR i.e. Wiener filter. This chapter also introduces the noise reduction parameters such as a priori SNR and a
posteriori SNR. In this chapter, we discuss the DD approach with TSNR method and HRNR method for removing reverberation effect and harmonic distortion.

Chapter 5 introduces the results and discussion on spectral subtraction and Wiener filter.

In chapter 6 presents the conclusion of this thesis report.
CHAPTER 2

LITERATURE SURVEY

This chapter briefly summarizes the previously published work in the field of speech enhancement. The motive behind studying the literature is to gain in-depth knowledge related to the subject and to gain the motivation for advanced research. This helps us to identify any gap in the research methodology and work on it.

2.1 SPEECH ENHANCEMENT USING SPECTRAL SUBTRACTION

The Spectral subtraction method is used to reduce the noise and enhance the speech with good quality and superior intelligibility. This is the first and easiest method in speech processing for speech enhancement. In this method, the magnitude spectrum of the clean speech is estimated by subtracting the magnitude spectrum of the noise from the noisy speech spectrum with assuming additive background noise \[12\]. In the spectral subtraction process, the noisy speech signal is categorized into short frames using window. This window is used as hanning window. It is a bell curve shape which is multiplies to the noisy speech of the 1/2 overlapped data buffers \[7\]. Some part of the noisy speech is lie outside the window which is assumed as zero and rest of the part are calculated for further processing.

The window \( h_w[n] \) can be defined as

\[
h_w[n] = \begin{cases} 
0.5 - 0.5 \cos \left( \frac{2\pi}{L} n \right) & 0 \leq n \leq L - 1 \\
0 & \text{otherwise}
\end{cases} \tag{2.3.1}
\]

Where, \( L \) is the length of hanning window.

When the clean speech is passing through spectral subtraction filter then spectral subtraction estimator is obtained. The difference among clean speech and estimator is known as spectral error.

For reducing the spectral error, the further processing include –

- Half-wave rectification
- Reducing residual noise
- Signal attenuation during non-speech

In half-wave rectification, for each value of \( k \), if the magnitude of estimated noise is greater than the magnitude of estimated noisy speech, then magnitude of estimated speech is made zero. Moreover, the difference \( W_R = W - \mu e^{j\theta} \), is called residual noise. After this residual noise processing, noisy speech’s phase was added to the modified magnitude spectrum and inverse FFT was done to produce short time domain signal and then the synthesized short time frames are added with 40% overlap to reconstruct the speech signal \[13\].
Moreover, using different collaboration of 1/4 windows and 3 or 6 frames averaging did not enhance the potential of the denoising algorithm. However, examine the different methods, using 1/4 overlapped data buffers along with 256 points hanning window and produced the maximum improvement differential SNR and greatest noise removal from noisy speech [7].

Also, for reducing the stationary noise, a new algorithm is introduced named as stand-alone suppression algorithm. It is used for reduce the background noise which is digitally added to the speech. This algorithm is used for speech recognition, narrowband voice communication, or speaker authentication. When background noise becomes non stationary, then this algorithm requires a detector named as speech activity detector for estimate the bias of new noise. This estimate is produced by averaging the magnitude of signal spectrum during non-speech activity. It maintains the equality between the characteristics and magnitude of the noise which are observed during speech activity and during absence of speech. The performance of this method expressed with or without noise reduction using short time spectra and enhancement in quality and intelligibility using Diagnostic Rhythm Test (DRT) [19].

Using short term energy (STE) for the evaluation of noise in speech signal, works for both stationary and non-stationary noise. In which spectrum of noise is continuing revised throughout the speech by comparing STE values of the current frame to the average STE values of all the coming frames. Using this estimation, it obtain clean speech signal with less speech distortion [20].

2.2 OPTIMAL LINEAR FILTER TECHNIQUE

In optimal linear filtering techniques, the original clean speech signal is attained by passing the noisy speech signal through an optimal linear transformation. This filtering technique helps in reducing noise level and improves the SNR. However, there are variety of algorithms are introduced such as Wiener filter, signal subspace method, spectral restoration, and parametric method [16]. Weiner filter is a linear filter to retain the clean speech from noisy speech by reducing the MSE between original signal magnitude spectrum and estimated signal magnitude spectrum [12]. In which, the clean signal and noise are not correlated to each other. This filter is introduced a speech distortion index and noise reduction factors to measure the amount of quantity of noise being reduced. In which the amount of noise reduction is equivalent to the amount of speech distortion. However, more noise reduction suffers more speech distortion. In single channel, the a posteriori SNR is always greater than or equal to a priori SNR, which means that this technique is useful for clean the noisy speech signals. Although, there are another approaches like if no any a priori knowledge is there, then a free variable is used to control the compromised among noise reduction and speech distortion and when we have number of microphones then multiple observations of the speech signal can be used to decrease the noise with small speech distortion [21].
2.3 IMPROVED SNR ESTIMATION FOR SPEECH ENHANCEMENT

In single channel speech enhancement technique, the noise reduction processes rely on the evaluation of a short time spectral gain. This gain is a function of the a priori SNR and/or the a posteriori SNR.

The decision directed (DD) approach is used for restrain the quality of musical noise in single microphone in noisy environment and estimates the a priori SNR [22]. In DD approach, the a priori SNR rely on the estimation of the speech spectrum in the previous frame and also it chases the structure of the a posteriori SNR along with a frame delay. A priori SNR allow notable noise power reduction without introducing music noise affects. The main drawback of DD approach is that in which gain function does not complement with the current frame. Then bias is introduced by this frame delay which generates the irritating reverberation effect [23].

The two-step noise reduction (TSNR) technique is employed to remove the bias of DD approach. To increase the performance of noise reduction technique, estimation of a priori SNR is taken in two step strategy. In DD approach, it produces the frame delay. Accordingly, the spectral gain calculated at present frame $p$ matches the proceeding frame $(p - 1)$. Based on this, the spectral gain is calculated for the succeeding frame $(p + 1)$ using DD algorithm and implement it to the present frame because of the frame delay. Hence, this approach is taken into two steps. In first step, the spectral gain is calculated using DD algorithm and in the second step, the spectral gain is calculated for the next frame $(p + 1)$. This approach helps in removing additional processing delay which is introduced by DD approach. According to this, the gain matches to the current frame. Hence, this approach removes the irritation reverberation effect which is introduced by DD algorithm [24].

Despite that, classic approach, inclusive of TSNR, introduces harmonic distortion due to estimation error by noise PSD estimator. Speech enhancement based on minimum statistics noise estimator which has potential to conserve weal signals and provides a better intelligibility. The artificial signal is obtained to maintain the speech harmonics by the Harmonic regeneration Noise reduction (HRNR) technique. The speech harmonics are restored by applying non-linear function. In which, the artificial signal is restored at the similar locations as the clean speech ones [25].

Hence, this approach has capability to preserve the harmonics and remove distortion.

2.4 CAUSAL OR NON-CAUSAL FILTERS FOR NOISE REDUCTION IN TIME DOMAIN

Causal filters are used for the reduction of noise in speech processing and they can be implemented directly. In order to improve the performance of noise degradation and speech distortion, then non- causal filters are used. But non-causal filter depends on future values, that’s why not directly implementable. This filter is based on orthogonal signal and harmonic signal decomposition. Orthogonal decomposition based filters can be utilized for upgrading any type of desired signal but
they are reasonable to non-stationary noise. Therefore, it’s hard to calculate the noise statistics in the presence of desired signal. On the other hand, in harmonic decomposition filters, they are based on desired signal statistics but it causes distortion of desired signal. Hence, in which orthogonal based Wiener (ODW) filter is used to minimize the MSE and increasing the output SNR. Orthogonal based minimum variance distortion less response (ODMVDR) filter is used as temporal filtering and designed for reducing variance of residual interference and noise which are obtained after filtering. Harmonic distortion based linear-constraint minimum variance (HDLCMV) filters used for extracting the periodic signals such as musical instruments and voiced signals. This filters helps in reducing the noise without any speech distortion. Moreover, some of the filters can be upgrade recursively. In which output SNR of filter is increases as filter length increases assuming desired signal is stationary. However, more noise reduction can achieve using non-causal filters than causal filters in respect of output SNR, PESQ scores [26].

2.5 A PRIORI ESTIMATION

In the estimation of a priori SNR, a statistical model can be used for speech enhancement that considers the time correlation among successive speech spectral components. The series of speech spectral variances is an arbitrary process, which is normally related to the series of speech spectral magnitudes. Causal and non-causal estimators for a Priori SNR are obtained with the evaluation of the speech spectral components. Causal estimator deals with decision directed algorithm for a priori SNR. A priori SNR has two phrases. One is a priori SNR values from the previous frame and other is estimation of maximum likelihood (ML) for a priori SNR values based on current frame. This estimator cannot react fast to a sudden rise of SNR. Thus, the level of musical noise is increases [27]. But non causal estimator has superior estimation between speech outset and noise regularities. Outsets of speech are best conserved and after that degraded of musical noise is takes place. That’s why non-causal estimator provides the reduced amount of signal distortion and musical noise than directed decision algorithm [28].

A detector is used along with an estimator for presence of speech in short time Fourier transform (STFT) domain. They minimize the cost function that considers the both detector and estimator errors and these cost parameters constraint the trade-off among residual musical noise, speech quality and noise reduction. In distinction with DD estimator, non-causal estimator is able to distinguish the speech onsets and noise irregularities. Therefore, a modified DD a priori SNR estimation is used for suppression of transient noise with less amount of speech distortion [29].

Also, non-causal estimator is used for Laplacian and Gamma speech models. In which spectral gain for Laplacian and Gamma speech models are monotonically increasing functions of the a posteriori SNR with constant a priori SNR. Using this non-causal estimator, native bursts of noise and speech onset are assigned a lower a priori SNR and higher a priori SNR respectively. Thus, speech onset is better maintained and the musical noise effect is decreased [30].
2.6 POWER SPECTRAL DENSITY (PSD) ESTIMATION

In single channel speech enhancement, it is important to estimate the power spectral density due to effect on quality and intelligibility of the enhanced speech. But in inauspicious environment, estimation of noise PSD is a challenging problem [31]. In this approach a novel noise estimation algorithm is introduced, which is based on minimum statistics and on an optimal signal PSD smoothing method. By minimizing the mean square error criterion, optimal PSD smoothing parameter is used for tracing the non-stationary noise which is superimposed by speech in each frequency band. Also minimum statistics (MS) approach [32] is used for improve the performance of spectral subtraction method in non-stationary noise. This approach tracks the minimal values of smoothed power estimate of the noisy signal. By balancing the succeed bias, an estimate of the noise PSD is obtained. This algorithm is also based on maximum a posteriori (MAP) estimation of the noise variance of non-stationary white Gaussian process. This method produces lesser estimation error in low SNR conditions and lesser fluctuations (called musical noise) of the estimated values in all environmental conditions. Resulting, these approaches have ability to preserve the weak signals and provide better quality or intelligibility as measured by PESQ scores [33].

2.7 ESTIMATOR ANALYSIS

In log short-time spectral amplitude (STSA) speech enhancement, a priori SNR estimator has notable influence on reducing noise. There are three estimator rules for estimate the parameters of speech model such as maximum likelihood (ML), MAP, and minimum mean square estimator (MMSE). In which DD type estimator is based on the previous frame amplitude estimate. This estimator has two terms; SNR values from the previous frame and estimation of ML SNR from the current frame. In combination with log STSA speech enhancement method, in ML approach, it estimates the unknown parameter without any a priori knowledge. Therefore, this method causes smoothly increasing noise attenuation in the absence of speech of speech segments of the signal. Moreover, MMSE estimator is introduced, which includes the smoothing deportment of the DD algorithm [34]. The main goal of MMSE estimator is minimizes the mean square error (MSE) among clean speech and estimated clean speech. It can be written as

\[
MSE = E[(y - \hat{y})^2]
\]  

(2.7.1)

Where, \(y\) denoted as clean speech and \(\hat{y}\) denoted as estimated speech. However, this approach helps in reducing musical noise and preserves the week signals.

2.8 CHANNEL CHARACTERSTICS

Wireless communication, is one of the most vivid areas in the communication field due to convergence of some factors. In telecommunication, it may be used to convey information across short and long distances. Channel is the physical way which is used to transfer the signal from the
transmitter to the receiver [35]. Interference is a basic nature of wireless communication systems, in which multiple transmissions often take place simultaneously over a common communication medium [36]. When a signal travels from a transmitter to receiver, it goes through reflection, scattering and diffraction from the trees, buildings, mountains, etc. Thus, multipath signals will come at a receiver with different phases and amplitudes. This phenomenon is known as multipath fading [37]. There are three types channel characteristics explained as –

2.8.1 AWGN channel

In communication channel, AWGN is the statistically random radio noise described by a broad range of frequency respecting to a signal. In which channel is linear and time-invariant. This model has set of assumptions which are

- The noise is additive which means received signal is the sum of transmitted signal and noise, where noise is statistically not dependent to the signal.
- The noise is white which means the power spectrum density is flat.
- The noise samples have a Gaussian distribution.

AWGN is generally used to transmit the signals whereas signals travel from the channel and imitate background noise of channel [38].

The mathematical representation in the received signal \( p(t) = q(t) + c(t) \) that goes through AWGN channel where \( q(t) \) is the transmitted signal and \( c(t) \) is the noise [32] shown in Figure 2.1.
2.8.2 Rayleigh fading channel

In Rayleigh fading model, the fading is produced by multiple receptions. Rayleigh fading model supposes that the magnitude of a signal goes through the transmission medium will change randomly, or fade, in accordance with Rayleigh distribution. This fading is a sensible model when there are many entities in the environment that separate the radio signal before it comes at the receiver. This fading is used when there is no dominant Line-of-Sight (LOS) path among transmitter and receiver and it is also considered as a more generalized case of Rician channel model [37].

In Rayleigh Fading model, it is supposed to have only two multipath receptions. This Fading can be obtained from zero-mean complex Gaussian processes. In which, the two Gaussian Random variables are added and taking the envelope of these variables gives a Rayleigh distributed process. The probability density function (PDF) of Rayleigh distribution with envelope of received signal is

\[ p(y) = \frac{y}{\sigma^2} \exp\left(-\frac{y^2}{2\sigma^2}\right) \quad 0 \leq y \leq \infty \]

(2.8.2.1)

Where \( y \) is the envelope of received signal.

\( \frac{y}{\sigma^2} \) is the instantaneous power.

\( \sigma \) is the rms value of received signal.

2.8.3 Rician fading channel

Rician fading happens when the signal comes at the receiver from two separate paths in which one of the paths is changing. It is a stochastic model for radio propagation. This fading is happens when one of the paths is LOS and much robust than others. In which, the amplitude gain is specified by a Rician distribution [37]. The pdf of Rician channel is given by

\[ p(y/b, \sigma) = \frac{y}{\sigma^2} \exp\left(-\frac{y^2 + b^2}{2\sigma^2}\right) I_0\left(\frac{yb}{\sigma^2}\right) \quad \text{for} \quad y \geq 0, b \geq 0 \]

(2.8.3.1)

Where \( b \) is the highest amplitude of the dominant signal. \( I_0(\cdot) \) is zero order Bessel function.

Sometimes Rician distribution is expressed in terms of a parameter \( k \) known as Rician factor which is represented by:

\[ k = 10 \log \frac{y^2}{2\sigma^2} \]

(2.8.3.2)
As $y$ approaches to 0, $k$ approaches $\infty$ dB and as the dominant path reduces in amplitude, the Rician distribution degenerates to a Rayleigh distribution.

### 2.9 SHORT TERM FOURIER TRANSFORM (STFT) ANALYSIS

Speech is non-stationary signal where properties vary rapidly over time. In time domain representation, waveform gives some point of the dynamics and periodicity of audio, but excluding this, it is not clear example frequency distribution. The Fourier transform of discrete signals is known as DFT. FFT is fast computation of DFT. Short term of FT is called as STFT. In STFT domain, the noise is calculated in each STFT sub band and the eliminated noise is eliminated from the noisy STFT coefficients to achieve reduced noise. To obtain the better estimate, the coefficients are combining with the subspace method and the optimal filtering methods through the joint diagonalization of the clean speech and noise signal correlation matrices. This filter maintains the tradeoff between output SNR and speech distortion. The spectrogram of a speech signal can be calculated as magnitude squared STFT. The spectrogram represents the spectral distribution of power within the signal in the time-frequency domain. The spectrogram is more superior to waveform to represent speech example harmonics and it has fixed design that depends on the chosen window size. However, the wider window provides superior frequency resolution but inferior time resolution. Along this, longer window provides higher frequency resolution, if too long then spectral characteristics would change. For smooth transitions, the windows are selected to be overlapping. When appending copies of the segments succeeding, then discontinuous in waveform takes place. This results in spectral leakage. To decrease the spectral leakage, we can multiply the segments with hamming window that reaches zero at the ends. Moreover, zero padding is done for required length by appending the short segments with zeros [40].

### 2.10 PROBLEM STATEMENT

The purpose of this thesis is to:

- Analyze and equate the performance of speech enhancement algorithms such as spectral subtraction and Wiener filter in terms of SNR in the presence of background noises in AWGN channel, Rayleigh channel and Rician channel.
- Estimate the a priori SNR which has a significant function in speech enhancement for reducing the noise and gives the best performance at receiver.
- In order to improve the quality and intelligibility of speech, it is essential to estimate the PSD. PSD is a smoothing parameter that helps in tracking the non-stationary noise which is overlaid by speech in each frequency band.
- Examine the differences and dependencies between spectral subtraction and DD approach for reducing the noise in single channel. Recognize techniques that can be used to improve performance of the system in the single channel speech enhancement.
CHAPTER 3

NOISE REDUCTION TECHNIQUE BASED ON SPECTRAL SUBTRACTION

The main motive of speech enhancement is to enhance the behavior of speech communication system in different environment conditions. In single channel, there are many algorithms are utilized for speech enhancement. Spectral subtraction is one of the simplest methods used for reducing the noise when original signal is passing through different channels such as AWGN, Rayleigh and Rician channel. This process also helps in improving the SNR value as well as enhancing the speech quality. This technique operates in the frequency-domain and supposes that input noisy signal spectrum is the sum of noise spectrum and speech spectrum [8].

3.1 PROCESS OF SPECTRAL SUBTRACTION

Nowadays, speech processing is generally used in practical applications such as speaker identification, speech pre-processing for aids, speech recognition and gender classification system. Speech signals need to be clean for greater achievement of the speech processing system. Practically, background environment noise is acoustically mixed with the original clean speech signal and reduces the performance of the system. To boost the performance of the system, speech enhancement techniques are used [20]. In general, single channel speech enhancement problem deals with such applications in which one speaker is used for transcript purpose. These speech enhancement techniques degrade the noise from noisy speech signal. There are numerous speech enhancement techniques are used to degrade the noise and provide speech signal with superior quality [17].

Basic Spectral subtraction is one of the first and easy approaches for single channel enhancement. This method is known for its minimal complexity. Therefore, it is easier to implement. This method is used for restoring fundamental parameters like magnitude spectrum and power spectrum when the clean speech signal is distorted by additive noise. The main motive of spectral subtraction is to determine the noisy spectrum [12].

As it can be seen from the block diagram depicting Spectral subtraction in Figure 3.1, a noisy spectrum is subtracted from noisy speech spectrum to obtain the estimate of clean speech spectrum. The estimate of noise spectrum is updated at the instances when no useful speech signal is present and only noise exists [41]. And then spectral error is calculated. Further processing is performed on spectral error takes place once it is estimated. We assume that noise is stationary i.e., does not change with time.
The Spectral subtraction procedure consists of two fundamental principles:

- Estimation of noisy spectrum of background noise.
- Speech spectrum subtraction from the noisy speech spectrum.

Generally, Spectral subtraction process operates in the frequency-domain. In this process, it’s important to divide the continuous time-domain signal into overlapping segments. The speech signal is generated at a sample rate of 8 kHz and 256-point Fourier transform is implemented on the 25msec frame of input speech signal.

The flow chart of Spectral subtraction method is shown in Figure 3.2. In this process, the noisy speech spectrum is segmented into short time frames using hamming window and then these time segments are overlapped to an extent of 40%. Using FFT transform, the domain of noisy speech spectrum is changed from time-domain to frequency-domain. The average of spectrum is calculated; and an estimate of noise spectrum is subtracted from the segments where speech is absent. After that spectral error is calculated and output spectrum is biased down. Further processing of this procedure is performed to reduce the residual noise. The noisy speech phase is added to the modified spectrum. And then time-domain waveform is synthesized from it. Subsequently, 40% overlapping is done on adjacent frames in the synthesized waveforms to achieve the enhanced speech. Thus reconstructed signal obtained is of superior quality [13].
Figure 3.2 Flow chart of spectral subtraction method [13]
3.2 ADDITIVE NOISE MODEL

Let $y(n)$ be the noisy speech signal can be written as

$$y(n) = x(n) + c(n) \quad (3.2.1)$$

Where, $x(n)$ is the clean speech signal and $c(n)$ is additive background noise. Also, $n$ represents the discrete time index.

In spectral subtraction algorithm, we assume that the noise $c(n)$ which is uncorrelated with the clean speech signal $x(n)$ to estimate the noise spectrum. The short time Fourier transforms of $y(n)$ is,

$$Y(l, m) = X(l, m) + C(l, m) \quad (3.2.2)$$

Where,

$$Y(l, m) = \sum_{p=-\infty}^{\infty} y(p)w(l-p)e^{-jwp} \quad (3.2.3)$$

and $w(n) = \text{hamming window}$. Where, $Y(l, m), X(l, m)$ and $C(l, m)$ represents the $m^{th}$ spectral component of $l^{th}$ time window of $y(n), x(n)$ and $c(n)$ respectively.

3.3 SPECTRAL SUBTRACTION ESTIMATOR AND SPECTRAL ERROR

When clean speech signal is passed through spectral subtraction filter $H(l, m)$, then the spectral subtraction estimator $\hat{X}(l, m)$ is formed. It can be represented as

$$\hat{X}(l, m) = H(l, m)Y(l, m) \quad (3.3.1)$$

Where,

$$H(l, m) = 1 - \frac{\mu(m)}{|Y(l, m)|} \quad (3.3.2)$$

And

$$\mu(m) = E[|C(l, m)|] \quad (3.3.3)$$

By substituting values of $H(l, m)$ and $\mu(m)$ in Equation (3.3.1), then new equation becomes

$$\hat{X}(l, m) = [|Y(l, m)| - \mu(m)] e^{j\theta_y(l, m)} \quad (3.3.4)$$

Where, $\theta_y(l, m)$ represents the phase of noisy signal. In which the noisy phase is used for an estimate of the clean speech signal. The difference between the clean speech and the estimator is known as spectral error which is represented as $\varepsilon(l, m)$ and is given by

$$\varepsilon(l, m) = \hat{X}(l, m) - X(l, m) \quad (3.3.5)$$

And

$$\varepsilon(l, m) = C(l, m) - \mu(m)e^{j\theta_y} \quad (3.3.6)$$

Further processing done for decreasing the remaining noise.
3.4 HALF WAVE RECTIFICATION AND REDUCTION OF RESIDUAL NOISE

For each $m$ values, if the estimated noise is more than the noisy speech, then the estimated speech magnitude is made zero. Hence estimator becomes,

$$|\hat{X}(l, m)| = \begin{cases} |Y(l, m)| - \mu(m) & \text{for } |Y(l, m)| \geq \mu(m) \\ 0 & \text{otherwise} \end{cases} \quad (3.4.1)$$

In which, the problem is occur when estimated magnitude value is negative. In order to cope up with this problem, all negative magnitude values are set to zeros. That’s why this modification is known as half wave rectification, since the negative half of wave is corrected. It has the advantage of eliminating any noise with magnitude smaller than $\mu(m)$, additionally; it also inaccurately removes the speech if the sum of noise and speech is lower than $\mu(m)$. Therefore, the quality of estimated signal is decreased when the noise level is high as compare to speech. The difference $C_R = C - \mu e^{j\theta c}$, which is known as residual noise. The noise will be present in the spectrum as narrow bands of magnitude spikes spaced randomly. The residual noise can be removed by modifying the short time spectrum. It can be represented as

$$|\hat{X}(l, m)| = \begin{cases} |\hat{X}(l, m)|; & |\hat{X}(l, m)| \geq \max |C_R| \\ \min |\hat{X}(l, m)| l = i - 1, i, i + 1 & |\hat{X}(l, m)| < \max |C_R| \end{cases} \quad (3.4.2)$$

Where, $|C_R| = \text{noise removal computed during absence of speech.}$

3.6 SYNTHESIS

After this residual noise processing, noisy speech’s phase was added to the modified magnitude spectrum and inverse FFT was done to produce short time domain signal and then the synthesized short time frames are added with 40% overlap to reconstruct the speech signal.

3.7 SIMULATION RESULTS

This section represents the experimental results acquired by evaluating the performance of Spectral subtraction algorithm. In which, a clean speech signal with 8 kHz sampling frequency was used; contains female voice in it. The experiment is conducted, by corrupting the speech by different types of channels with intensity varied from 2 to 10dB. The three channels are AWGN channel, Rayleigh channel and Rician channel.

To illustrate the behavior and performance of this technique in the presence of different channels are shown in Figure 3.3 to 3.6. The Figure 3.3(a) to 3.6(a) are shows the spectrogram of the original speech signal and Figure 3.3(b) to 3.6(b) are shows the spectrogram of noisy speech signal in the presence of different channels using male and female voice signal. The Figure 3.3(c) to 3.6(c) represents the reconstructed speech using spectral subtraction in different environment conditions.
Figure 3.3 Spectrograms of Spectral subtraction algorithm using male voice in AWGN channel with SNR 2dB (a) Original speech signal (b) Noisy speech signal (c) reconstructed speech signal using Spectral subtraction.

The spectrogram in Figure 3.1 illustrates the spectrogram of reconstructed signal using spectral subtraction filter. For simulations, a clean speech signal with 8 kHz sampling frequency has been used, which contains male voice. An AWGN of power level 2dB SNR is added to it, which degrades the quality of speech signal and distorts it. Using the subtraction filter algorithm, noise is removed and the recovered signal is approximately equal to the original signal.
Figure 3.4 Spectrograms of Spectral subtraction algorithm in Rayleigh channel using male voice with SNR 5dB (a) Original speech signal (b) Noisy speech signal (c) reconstructed speech signal using Spectral subtraction.

The spectrogram in Figure 3.2 shows the result of clean, noisy and recovered speech signal using spectral subtraction algorithm. For simulation, a clean male voice with 8 kHz sampling frequency is used. In communication process, when clean speech signal is passed through Rayleigh channel with power level of 5dB SNR. Then original signal gets distorted. Through spectral subtraction algorithm, output speech signal is enhanced as compared to input speech signal.
Figure 3.5 Spectrograms of Spectral subtraction algorithm in Rician channel using female voice with SNR 7dB (a) Original speech signal (b) Noisy speech signal (c) reconstructed speech signal using Spectral subtraction

The spectrograms in Figure 3.3 represent the result of clean, noisy and recovered speech signal using subtraction filter. For simulation, a clean female voice with 8 kHz sampling frequency is used. When speech signal is passed through Rician channel at power level of 7dB SNR, then this channel distorts the original speech signal. Using spectral subtraction algorithm, speech signal is recovered.
The spectrogram in Figure 3.4 shows the result of reconstructed signal using spectral subtraction algorithm. For simulation, a female voice with 8 kHz sampling frequency is used. This clean signal is mixed with AWGN of power level 10dB SNR, which decreases the speech quality. However, noise is removed using spectral subtraction algorithm; obtained signal is close to the clean signal.
CHAPTER 4

NOISE REDUCTION TECHNIQUE BASED ON WIENER FILTER

A number of methods are accessible for estimating the clean speech, one of the method based on MMSE estimation i.e. Wiener filter. In which the noise is unrelated and additive with regard to speech, the minimization of $E\{(\tilde{X}(l,m) - X(l,m))^2\}$ leads to,

$$
G(l, m) = \frac{E[|X(l,m)|^2]}{E[|X(l,m)|^2] + E[|C(l,m)|^2]} = \frac{\tilde{S}\tilde{N}_{R_{pr}o}(l,m)}{1 + \tilde{S}\tilde{N}_{R_{pr}o}(l,m)}
$$

(4.1)

The noise reduction process depends on the estimation of $G(l, m)$. This gain is a function of a priori SNR and a posteriori SNR. However, $\tilde{S}\tilde{N}_{R_{pr}o}(l,m)$ is estimated by using DD approach.

In the analysis of the estimator, it was indicated that the a priori SNR chases the shape of a posteriori SNR. But in which gain function $G(l, m)$ does not match with the current frame then it initiates the frame delay which causes irritating reverberation effect. TSNR method is used to remove this reverberation effect of DD approach while maintain its advantage.

However, the classic short-time suppression techniques, introduces harmonic distortion due to error in estimating noise PSD. To get the Better of this problem, an artificial signal is produced to maintain the speech harmonics by HRNR technique. A priori SNR was improved by using the artificial signal and used for calculating a spectral gain which can replace the speech harmonics [23].

4.1 SIGNAL MODEL

Consider the noisy speech signal $y(n)$ is given by,

$$
y(n) = x(n) + c(n)
$$

(4.1.1)

Where, $x(n)$ and $c(n)$ denote the clean speech signal and noise signal respectively. The STFT of $y(n)$ is,

$$
Y(l, m) = X(l, m) + C(l, m)
$$

(4.1.2)

Where, $Y(l, m)$, $X(l, m)$ and $C(l, m)$ represents the $m^{th}$ spectral component of $l^{th}$ time window of $y(n)$, $x(n)$ and $c(n)$ respectively.
4.2 INTRODUCTION TO NOISE REDUCTION PARAMETERS

The estimator of SNR is calculated by using noisy features to get a spectral gain \( G(l, m) \). An estimate of \( X(l, m) \) is formed by applying this spectral gain \( G(l, m) \) to each \( Y(l, m) \), the speech enhancement techniques are implemented to compute the two criterions: a priori SNR and a posteriori SNR given by,

\[
SNR_{\text{prio}}(l, m) = \frac{E[|X(l, m)|^2]}{E[|C(l, m)|^2]} \tag{4.2.1}
\]

\[
SNR_{\text{post}}(l, m) = \frac{|Y(l, m)|^2}{E[|C(l, m)|^2]} \tag{4.2.2}
\]

Where, \( E[.] \) is the expectation operator. Another criterion, the instantaneous SNR is

\[
SNR_{\text{inst}}(l, m) = \frac{|Y(l, m)|^2 - E[|C(l, m)|^2]}{E[|C(l, m)|^2]} \tag{4.2.3}
\]

\[
SNR_{\text{inst}}(l, m) = SNR_{\text{post}}(l, m) - 1 \tag{4.2.4}
\]

In spectral subtraction approach, it can be explained as a direct evaluation of the local a priori SNR. But it is helpful to assess the accuracy of the a priori SNR estimator. In practical implementation, the PSDs of speech \( E[|X(l, m)|^2] \) and noise \( E[|C(l, m)|^2] \) are unknown [18]. Hence, it is important to estimate a priori SNR and a posteriori SNR. The noise PSD estimate \( E[|C(l, m)|^2] \), noted \( \hat{\gamma}_c(l, m) \), can be estimated using classic recursive relation. The spectral gain \( G(l, m) \) is acquired by,

\[
G(l, m) = g(SNR_{\text{post}}(l, m), SNR_{\text{prio}}(l, m)) \tag{4.2.5}
\]

Where, Function \( g \) is chosen for Wiener filtering. The estimated speech signal is obtained by applying the spectral gain to the noisy spectrum.

\[
\hat{X}(l, m) = G(l, m)Y(l, m) \tag{4.2.6}
\]

4.3 DECISION DIRECTED (DD) APPROACH

Based on the definition, the derivation and relation of \( SNR_{\text{prio}}(l, m) \) with \( SNR_{\text{post}}(l, m) \) is represented as,

\[
SNR_{\text{prio}}(l, m) = \frac{E[|X(l, m)|^2]}{E[|C(l, m)|^2]} \tag{4.3.1}
\]
Adding Equations (4.3.1) and (4.3.2), we can write

\[
SNR_{\text{prior}}(l, m) = E\left[SNR_{\text{post}}(l, m) - 1\right]
\]  

(4.3.2)

And,

\[
SNR_{\text{prior}}(l, m) = E\left\{\frac{1}{2} \frac{|\hat{X}(l, m)|^2}{E[|C(l, m)|^2]} + [SNR_{\text{post}}(l, m) - 1]\right\}
\]  

(4.3.3)

According to Equation (4.3.4), the a priori SNR estimator with DD approach, is known as \(\hat{SNR}_{\text{DD}}\). The behavior of \(\hat{SNR}_{\text{DD}}\) is controlled by the parameter \(\beta\) (value \(\beta = 0.98\)).

According to Equation (4.3.6),

\[
G_{\text{DD}}(l, m) = \frac{\hat{SNR}_{\text{DD}}(l, m)}{1 + \hat{SNR}_{\text{DD}}(l, m)}
\]  

(4.3.5)

(4.3.6)

In DD algorithm, there are two effects which can be explained as,

- When \(\hat{SNR}_{\text{inst}}(l, m) > 0dB\), then \(\hat{SNR}_{\text{prior}}(l, m)\) is equal to the \(\hat{SNR}_{\text{inst}}(l, m)\) by a frame delay.

- When \(\hat{SNR}_{\text{inst}}(l, m)\) is lower or close to 0dB, then \(\hat{SNR}_{\text{prior}}(l, m)\) is equivalent to plane and delayed version of the \(\hat{SNR}_{\text{inst}}(l, m)\). Hence, the variance of \(\hat{SNR}_{\text{prior}}(l, m)\) is minimized as compared to \(\hat{SNR}_{\text{inst}}(l, m)\).

The main issue of the DD algorithm is the delay inherent in the speech transition, i.e. speech onset and offset [23]. Moreover, this delay initiate to a bias in gain estimation which generate the reverberation effect.

**4.4 TWO STEP NOISE REDUCTION (TSNR) APPROACH**

In order to improving the noise reduction performance, the a priori SNR can be evaluated in two steps, referred as TSNR method. In DD algorithm, initiate a frame delay when the
parameter $\beta$ is near to 0.98. In the second step, the frame delay is eliminated which is the main issue of DD algorithm.

In the first step, the spectral gain is calculated for the frame $(l + 1)^{th}$ using DD algorithm and then applied to the $l^{th}$ frame of noisy speech. In second step, the gain is used to evaluate the a priori SNR at $(l + 1)^{th}$ frame.

\[
S\hat{\text{N}}R^{TSNR}_{prio}(l, m) = S\hat{\text{N}}R^{DD}_{prio}(l + 1, m) = \beta' \frac{|G_{DD}(l, m)Y(l, m)|^2}{\hat{\gamma}_d(l, m)} + (1 - \beta')P[S\hat{\text{N}}R_{post}(l + 1, m) - 1] \quad (4.4.1)
\]

Where, the role of $\beta'$ is same as $\beta$ but with different value. In calculating $S\hat{\text{N}}R_{post}(l + 1, m)$, $Y(l + 1, m)$ produces additional delay. Therefore, $\beta'$ can be chosen as 1. According to this, the equation (4.4.1) becomes:

\[
S\hat{\text{N}}R^{TSNR}_{prio}(l, m) = \frac{|G_{DD}(l, m)Y(l, m)|^2}{\hat{\gamma}_c(l, m)} \quad (4.4.2)
\]

Therefore, the additional delay can be avoided without any knowledge of future frames. In addition, $\beta' = 1$, the musical noise level is decreased to minimum level produced by DD approach.

At last, we calculate the gain as,

\[
G_{TSNR}(l, m) = \frac{S\hat{\text{N}}R^{TSNR}_{prio}(l, m)}{S\hat{\text{N}}R^{TSNR}_{prio}(l, m)} \quad (4.4.3)
\]

To get the estimate of speech spectrum, the gain is multiplied by noisy speech spectrum,

\[
\hat{X}(l, m) = G_{TSNR}(l, m)Y(l, m) \quad (4.4.4)
\]

The behaviour of the TSNR algorithm can be explained as,

- When $S\hat{\text{N}}R_{inst}(l, m) \gg 0 dB$, then a priori SNR is equal to the inst. SNR without delay.
- When $S\hat{\text{N}}R_{inst}(l, m)$ lower or closer to 0dB is, then $S\hat{\text{N}}R^{TSNR}_{prio}(l, m)$ is further decreased compared to $S\hat{\text{N}}R^{DD}_{prio}(l, m)$. 
To summarize this, the noise reduction performance was enhanced by the TSNR algorithm [19], after all at particular frame gain equals to the current frame. It helps in preserve the speech transition i.e. speech onset and outset and eliminating the reverberation effect produced by DD algorithm.

4.5 HARMONIC REGENERATION NOISE REDUCTION (HRNR) APPROACH

In single channel noise reduction techniques, it is difficult to estimate accurate noise due to estimation error. The output spectrum $\hat{X}(l, m)$, or $\hat{x}(t)$ in the time domain, produced by approaches like DD, TSNR. They are still suffering from distortions. These distortions are harmonic in nature in which only noise components and are to be suppressed. For removing the artificial these distortions, all missing harmonics have to be regenerated. This signal is used to estimate the gain and that helps in restore the harmonics [25].

The artificial restored signal can be formed by non-linear function to the time signal $\hat{x}(t)$,

$$X_{harmo}(t) = NL(\hat{S}(t)) \quad (4.5.1)$$

In which, the restored harmonics $X_{harmo}(t)$ are present at the similar location as that of the clean speech ones. But in which amplitude of harmonics of artificial signal are biased. Therefore, it is used for enhance the a priori SNR.

$$S\hat{N}R_{prio}^{HRNR}(l, m) = \frac{\rho(l, m)|\hat{X}(l, m)|^2 + (1 - \rho(l, m))|X_{harmo}(l, m)|^2}{\hat{Y}_c(l, m)} \quad (4.5.2)$$

Where,

$$\rho(l, m) = G_{TSNR}(l, m)$$

This parameter is used to control the mixing level of $|\hat{X}(l, m)|^2$ and $|X_{harmo}(l, m)|^2$. $S\hat{N}R_{prio}^{HRNR}(l, m)$ is used for calculate the gain to maintain the harmonics.

The spectral gain is given as,

$$G_{HRNR} = \frac{S\hat{N}R_{prio}^{HRNR}(l, m)}{1 + S\hat{N}R_{prio}^{HRNR}(l, m)} \quad (4.5.3)$$

And $\hat{X}(l, m)$ was calculated as,

$$\hat{X}(l, m) = G_{HRNR}(l, m)Y(l, m) \quad (4.5.4)$$
4.6 SIMULATION RESULTS

This section represents the experimental results acquired by evaluating the performance of Wiener filter using DD algorithm. A clean speech signal with 8 kHz sampling frequency was used; contains female voice in it. Therefore, the following parameters have been selected: frame size \( L = 256 \) (32ms), FFT’s size \( N_{FFT} = 512 \). In which, the TSNR approach output is used as an input of the HRNR approach. The experiment is conducted, by corrupting the speech by different types environment conditions with intensity varied from 2dB to 10dB. The channels used in Wiener filter are AWGN channel, Rayleigh channel and Rician channel. To illustrate the behavior and performance of this technique using male and female voice signal in the presence of different channels are shown in Figure 4.1 to 4.4 (a-d). The Figure 4.1 (a) to 4.4 (a) are shows the original clean speech signal and Figure 4.2 (b) to 4.4 (b) are shows the noisy speech signal. The Figure 4.1 (c) to Figure 4.4 (c) are represents the enhanced speech using TSNR approach and Figure 4.1 (d) to Figure 4.4 (d) represents the enhanced speech using HRNR approach. By comparing the cases (c) and (d) in each figure, it seems that numerous harmonics are maintained using HRNR approach since they are compressed when using TSNR approach.
Figure 4.1 Spectrograms of Wiener filter using male voice in AWGN channel with SNR 2dB
(a) Original speech signal (b) Noisy speech signal (c) Enhanced speech signal using TSNR technique (d) Enhanced speech signal using HRNR technique.

The spectrogram in Figure 4.1 illustrates the result of clean, noisy, TSNR and HRNR algorithm respectively. For simulation, a clean male voice signal with 8 kHz sampling frequency is added with AWGN of power level of 2dB. In DD approach, it produces the delay which generates reverberation effect. This effect is eliminated by TSNR algorithm. But signal is still suffers from harmonic distortion which are removed by HRNR. Therefore recovered signal is obtained.
Figure 4.2 Spectrograms of Wiener filter using male voice in Rayleigh Channel with SNR 5dB (a) Original speech signal (b) Noisy speech signal (c) Enhanced speech signal using TSNR technique (d) Enhanced speech signal using HRNR technique.

The spectrogram in Figure 4.2 represents the result of clean, noisy, TSNR and HRNR algorithm using Wiener filter. For simulation, a clean male voice with 8 kHz sampling frequency is used. In communication process, when clean speech signal is passed through Rayleigh channel with power level of 5dB SNR. Then original signal gets distorted. Using TSNR algorithm, the reverberation effect is removed which produced by Rayleigh channel. But signal is still suffers from harmonic distortion which are removed by HRNR. Therefore recovered signal is obtained. But signal is still suffers from harmonic distortion which are removed by HRNR. Through Wiener filter, speech signal is recovered.
Figure 4.3 Spectrograms of Wiener filter using female voice in Rician Channel with SNR 7dB (a) Original speech signal (b) Noisy speech signal (c) Enhanced speech signal using TSNR technique (d) Enhanced speech signal using HRNR technique

The spectrogram in Figure 4.3 represents the result of noisy and recovered speech signal using Wiener filter. For simulation, a clean female voice with 8 kHz sampling frequency is used. When speech signal is passed through Rician channel at power level of 10dB SNR, then this channel distorts the original speech signal. Using Wiener algorithm, speech signal is recovered but in this more amount of speech is enhanced.
Figure 4.4 Spectrograms of Wiener filter using female voice in AWGN Channel with SNR 10dB (a) Original speech signal (b) Noisy speech signal (c) Enhanced speech signal using TSNR technique (d) Enhanced speech signal using HRNR technique

The spectrogram in Figure 4.4 shows the reconstructed signal using Wiener filter. For simulations, a clean speech signal with 8 kHz sampling frequency has been used, which contains female voice. An AWGN of power level 10dB SNR is added to it, which degrades the quality of speech signal and distorts it. Using the Wiener filter algorithm, noise is removed and the recovered signal is approximately equal to the original signal.
CHAPTER 5
RESULTS AND DISCUSSION

This chapter includes the performance analysis of speech enhancement algorithms i.e. spectral subtraction and Wiener filter which are described in the previous chapters. In both filters, speech is degraded by adding different noises such as additive white Gaussian noise (AWGN), and passing through Rayleigh channel and Rician channel with different SNR levels. Also compares the both algorithms corresponding to their improved SNR values.

5.1 PERFORMANCE MEASURES

The performance of the implemented technique is calculated by the objective measurements. The metrics used in this thesis is SNR. SNR is defined as ratio of desired signal to additive noise, using a logarithmic scale as

\[ SNR_{dB} = 10 \times \log_{10} \left( \frac{P_{signal}}{P_{noise}} \right) \]  

(5.1.1)

Where, \( P_{signal} \) represents the power of clean speech signal and \( P_{noise} \) represents the power of additive noise.

The SNR improvement is acquired by calculating the SNR at the input denoted as iSNR and also at the output which is denoted as oSNR of the enhancement system and then subtracting the iSNR from the oSNR, i.e.

\[ \text{SNR improvement} = oSNR - iSNR \]

5.2 COMPARATIVE ANALYSIS OF BOTH FILTERS IN DIFFERENT CHANNELS

The spectral subtraction and Wiener filter are estimated under different noise environments such as AWGN, Rayleigh and Rician channel with the corresponding information. The Table 5.1, 5.2, and 5.3, showing the results of improved SNR values for varying input SNR levels.

In the Table 5.1, shows improved SNR for the AWGN channel at different input SNR levels i.e. 2 to 10 dB using spectral subtraction filter and Wiener filter. Table 5.2 represents the improved SNR for the Rayleigh channel at different input SNR levels i.e. 2 to 10 dB using spectral subtraction filter Wiener filter. Also Table 5.3, presents the for the Rician channel at different input SNR levels i.e. 2 to 10 dB using spectral subtraction filter and Wiener filter.
<table>
<thead>
<tr>
<th>Signals</th>
<th>Input SNR (dB)</th>
<th>Improved SNR (dB)</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Spectral subtraction filter</td>
<td>Wiener filter</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>2</td>
<td>7.2094</td>
<td>12.6389</td>
<td></td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>7.3394</td>
<td>15.3289</td>
<td></td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>7.3549</td>
<td>17.2814</td>
<td></td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>7.3724</td>
<td>20.2443</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>2</td>
<td>9.5060</td>
<td>17.4705</td>
<td></td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>9.5656</td>
<td>20.1602</td>
<td></td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>9.5250</td>
<td>22.1613</td>
<td></td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>9.7265</td>
<td>25.1026</td>
<td></td>
</tr>
</tbody>
</table>

Table 5.1 Performance of spectral subtraction and Wiener filter in AWGN channel

In this experiment, the improvement in SNRs has been compared with the spectral subtraction and Wiener filter using a tabular form. The Table 5.1 presents the comparison of SNR for male and female speech signal. At the input of 10dB SNR, Wiener filter gives improved SNR 20.2443dB as long as at the same input SNR level improved SNR in spectral subtraction filter is 7.3724dB. On the other hand using female voice, the improved SNR in Wiener filter is 25.1026dB at the 10dB SNR input level which is more than the spectral subtraction algorithm.
<table>
<thead>
<tr>
<th>Signals</th>
<th>Input SNR (dB)</th>
<th>Improved SNR (dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Spectral subtraction filter</td>
<td>Wiener filter</td>
</tr>
<tr>
<td>Male</td>
<td>2</td>
<td>4.3131</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>4.3637</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>4.4381</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>4.4184</td>
</tr>
<tr>
<td>Female</td>
<td>2</td>
<td>6.5723</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>6.6463</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>6.6063</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>6.7431</td>
</tr>
</tbody>
</table>

Table 5.2 Performance of spectral subtraction and Wiener filter in Rayleigh channel

Table 5.2 contains the values considering the case where male and female speech signals are mixed with Rayleigh fading channel. In this Experiment, at the highest 10dB input SNR level, spectral subtraction filter gives the improved SNR of 6.7431dB though Wiener filter gives the 18.9659dB improved SNR at the same sampling frequency. It can be recognized that there is a significant improvement in SNR using Wiener filter at the different input SNR levels takes place.
<table>
<thead>
<tr>
<th>Signals</th>
<th>Input SNR (dB)</th>
<th>Spectral subtraction filter</th>
<th>Wiener filter</th>
</tr>
</thead>
<tbody>
<tr>
<td>Male</td>
<td>2</td>
<td>6.8678</td>
<td>10.6887</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>6.8733</td>
<td>13.6047</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>6.8775</td>
<td>15.5663</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>6.8845</td>
<td>18.5468</td>
</tr>
<tr>
<td>Female</td>
<td>2</td>
<td>9.2097</td>
<td>15.6683</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>9.2170</td>
<td>18.6448</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>9.2174</td>
<td>20.6222</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>9.2192</td>
<td>23.6023</td>
</tr>
</tbody>
</table>

Table 5.3 Performance of Wiener filter and spectral subtraction filter in Rician channel

Table 5.3 shows the comparison of spectral subtraction and Wiener filter in terms of improved SNR using male and female voice in Rician channel. Using male voice at the highest 10dB input SNR level, Wiener filter gives the 18.5468dB improved SNR and spectral subtraction filter gives the 6.8845dB improved SNR at the same sampling frequency. On the other hand using female voice, the improved SNR in Wiener filter is 23.6023dB and in spectral subtraction filter is 9.2192dB at the 10dB SNR input level. Overall comparison of above Tables, it shows that Wiener filter gives the best performance than spectral subtraction filter at the different input SNR levels.
DISCUSSION

In this chapter, the comparison of the noise reduction techniques is discussed in different conditions such as in the presence of AWGN channel, Rayleigh channel and Rician channel at different input SNR. According to the comparison table, it shows that both techniques are useful for reducing the noise in terms of SNR but Wiener noise reduction technique gives the best result than spectral subtraction noise reduction technique in the presence of all the channels using both male and female voices at the different input SNR. Using Wiener noise reduction technique, as input SNR increases, improvement in SNR also increases. On the other hand, using spectral subtraction noise reduction technique, as input SNR increases, improvement in SNR values remains same. Overall comparison of both noise reduction technique in AWGN, Rayleigh and Rician channel, Wiener filter gives the better performance in AWGN channel. Therefore, more noise is reduced in AWGN channel than the other channels. Since, at the highest SNR, less amount of noise is present in the speech in Wiener filter. Hence, Wiener filter is the best filter to remove the noise as compared to the spectral subtraction.
CHAPTER 6
CONCLUSION AND FUTURE SCOPE

When microphone is present at distance, then obtained speech is generally suffering from background noise, reverberation effect and other interferences therefore degradation of intelligibility and fidelity of speech takes place. In this thesis, two noise reduction techniques are used to remove the noise in single channel speech enhancement. These noise reduction techniques are spectral subtraction and Wiener filter. These filter algorithms helps in improving the SNR.

In spectral subtraction a noisy spectrum is subtracted from noisy speech spectrum to obtain the estimate of clean speech spectrum. Further, estimate of noise spectrum is updated at the instances when no useful speech signal is present and only noise exists. In the analysis of spectral subtraction algorithm SNR is improved with the linear increase of input SNR but not as much as required by the user. It means noise is removed in fewer amounts. Therefore, this noise reduction technique is not useful.

Another noise reduction technique is Wiener filtering where a priori SNR is a function of multiplicative gain. In DD method, the gain function does not match with the current frame then it initiates the frame delay which causes irritating reverberation effect. The TSNR technique is used to remove this reverberation effect while preserving the speech transitions however error in noise PSD estimation leads to harmonic distortions. In order to cope up with this problem, an artificial signal is used for improving the a priori SNR and used for evaluating a spectral gain which can replace the speech harmonics. According to the analysis of Wiener filter, the SNR is improved as the power level of input SNR increases. This increase in SNR leads to the noise reduction. Hence, Wiener filter gives the best performance in terms of SNR as compared to the spectral subtraction algorithm.

In future, the following work may be accomplished. The noise reduction filters can be utilized with the optimization techniques like Particle Swarm Optimization (PSO). This algorithm is used to enhance and optimize the performance of these noise reduction filters. This optimization strategy produces a better SNR ratio in comparison of the existing methods. As the SNR increases, the precision of the speech quality will increase. By enhancing the speech quality of speech, the hearing aid impaired person will hear the words more easily. Further these noise reduction filters can also be tested for musical noise.
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