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ABSTRACT

A control system is a device, or set of devices, that manages, commands, directs or regulates the behavior of other device or system to achieve the desired result. Controller design and choosing a particular control configuration/scheme is an important task in a particular control application. Different control configurations/schemes are used in process control for the purpose of controlling a particular application. These are feedback, feedback plus feed forward, cascade and cascade plus feed forward. The objective of feed-forward control is to measure disturbances and compensate error before the controlled variable deviates from the set point. The combined feed forward plus feedback control, can significantly improve performance over simple feedback control whenever a major disturbance can be measured before it affects the process output. Cascade controllers have a distinct advantage over other kinds of controller due to its ability to combine both feedback and feed-forward controls. Combining cascade and feed forward control techniques facilitates additional improvement in control loop performance. For obtaining desired closed loop response different tuning methods have been used. Tuning of PID controller for first order, second order and third order process has been done using Cohen-Coon, Direct Synthesis, Ziegler Nichols, Relay Auto tuning, Modulus Optimum, and Computational Optimization methods. In this work the performance evaluation of different control schemes using various conventional tuning methods such as Ziegler Nichols, Relay auto tuning, Modulus Optimum, and Computational Optimization have been compared. PID controller tuning using Particle Swarm Optimization (PSO) has also been done in this dissertation. The performance comparison between the different methods has been done using the parameters such as rise time, settling time, peak time, overshoot and steady state error. The proposed schemes have been implemented using MATLAB 2011b.
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CHAPTER 1

Introduction

1.1 Overview

Proportional integral and derivative (PID) controller is most commonly used in industrial control systems. PID controller has three principal control effects. The proportional (P) action gives a change in the input (manipulated variable) directly proportional to the error signal. The integral (I) action gives a change in the input proportional to the integral of error, and its main purpose is to eliminate offset, whereas the derivative (D) action is used to speed up the response or to stabilize the system and it gives a change in the input proportional to the derivative of the error signal. The overall controller output is the sum of the contributions from these three terms [1]. The general form of the PID controller is given below in equation (1.1) [2].

\[ U(t) = K_p e(t) + K_i \int e(t) dt + K_d \frac{de(t)}{dt} \]  

(1.1)

In frequency domain, equation (1.1) can be rewritten as follows [3]:

\[ U(s) = \left( K_p s + \frac{K_i}{s} + K_d s \right) E(s) \]  

(1.2)

The signal u(t) represent the input to the plant, e(t) represents the tracking error which is the difference between the desired input value and the actual output. Kp, Ki and KD are the proportional gain, integral gain and derivative gain respectively. The block diagram of closed loop PID controller for a process is shown in Figure 1.1. The goal of PID controller design is to determine a set of controller parameters (Kp, Ki, and KD) to meet a given set of closed loop system performance requirements such as rise time, peak time, settling time [4].
A PID controller improves the transient response of a system by reducing the overshoot, and by shortening the settling time of a system. The roles of the separate parts of the controller are as follows: The proportional part of the controller reduces error responses to disturbances. The integral term eliminates the steady state error and the derivative term dampens the dynamic response and thereby improves stability of the system. The proportional part of the PID controller estimates the system at present; the integral part takes the past into account and the derivative part estimates what will happen in the future [5]. Figure 1.2 shows that PID controller structure in parallel form:

$$G_c(s) = K_p + \frac{K_i}{s} + K_ds$$

(1.3)
\[ G_c(s) = \left( K_p + \frac{K_I}{s} + \frac{K_D}{1+T_n s} \right) \] (1.4)

1.2 Types of Control Systems

There are two types of control systems namely:

1.2.1 Open loop control system

Open loop control system is a system without feedback. That is, in this type of system, sensing of the actual output and comparing of this output (through feedback) with the desired input doesn’t take place. The system on its own is not in a position to give the desired output and it cannot take into account the disturbances. In these systems, the changes in output can be corrected only by changing the input manually. A general block diagram of open-loop system is shown in Figure 1.3[8].

![General block diagram of open-loop control system](image)

**Figure 1.3:** General block diagram of open loop control system [8]

Examples of open loop control system:

1. Automatic washing machine
2. Bread toaster
3. Coffee server
4. Dryer
5. Traffic light controller
**Advantages of open loop control system**

The various advantages of open loop control system are,

1. Such systems are simple to construct and are cheap.
2. Very much convenient when output is difficult to measure.
3. Such systems are easy from maintenance point of view.
4. Open loop systems are generally stable.

**Disadvantages of open loop control system**

The various disadvantages of open loop control system are,

1. Such systems are inaccurate and unreliable because accuracy of such systems is totally dependent on the accurate precalibration of the controller.
2. Such systems give inaccurate results if there are variations in the external environment i.e. such systems cannot sense environmental changes.
3. To maintain the quality and accuracy, recalibration of the controller is necessary, time to time.

**1.2.2 Closed loop control system**

A closed loop control system is a system with feedback. A normal system becomes a closed loop control by including a feedback. In a closed loop system the controlled variable (output) is sensed at every instant of time, feedback and compared with the desired input resulting in an error signal. This error signal directs the control elements in the system to do the necessary corrective action such that the output of the system is obtained as desired. The feedback takes into account the disturbances also and makes the corrective action. These control systems are accurate, stable and less affected by noise. But these are sophisticated and hence costly. They are also complicated to design for stability, give oscillatory response and feedback brings down the overall gain of the control system. A general block diagram of closed-loop control system [8].
Examples of closed loop control system:

1. Human being
2. Automatic control system

**Advantages of closed loop control system**

The advantages of closed loop control system are,

1. Accuracy of such system is always very high because controller modifies and manipulates the actuating signal such that error in the system will be zero.
2. Such system senses environment changes, as well as internal disturbances and accordingly modifies the error.
3. In such system, there is reduced effect of nonlinearities and distortions.

**Disadvantages of closed loop control system**

The disadvantages of closed loop control system are,

1. Such system are complicated and time consuming from design point of view and hence costlier.
2. Due to feedback, system tries to correct the error from time to time. Tendency to overcorrect the error may cause oscillations without bound in the system.
1.3 Types of Control Schemes

1.3.1 Feedback control

A system that maintains a prescribed relationship between the output and the reference input by comparing them and using the difference as a means of control is called a feedback control system. Block diagram for the feedback control system is shown in Figure 1.5. It is a process in which information about the past or the present influences the same phenomenon in the present or future. Feedback control may be defined as the use of difference signals, determined by comparing the actual values of system variables to their desired values, as a means of controlling a system [9]. An everyday example of a feedback control system is an automobile speed control, which uses the difference between the actual and the desired speed to vary the fuel flow rate. Since the system output is used to regulate its input, such a device is said to be a closed-loop control system.

![Figure 1.5: Block diagram for the feedback control system](image)

1.3.2 Feed forward control

The objective of feed-forward control is to measure disturbances and compensate for them before the controlled variable deviates from the set point. The basic idea is to measure a disturbance directly and take control action to eliminate its impact on the process output [10]. How well the scheme will work depends on the accuracy of the process and disturbance models used to describe the system dynamics. Consequently,
feed forward control is normally used in conjunction with feedback control. The feedback controller is used to compensate for any model errors; unmeasured disturbances etc. and ensure offset free control. Feed forward control is always used along with feedback control because a feedback control system is required to track set point changes and to suppress unmeasured disturbances that are always present in any real process. Feed forward control can be used very successfully to improve a control loop’s response to disturbances. Feed forward control reacts the moment a disturbance occurs, without having to wait for a deviation in process variable \[1\]. If any process control loop is subject to large, measurable disturbances, it can benefit greatly from feed forward control. Block diagram of feed forward control system is shown in Figure 1.6.

\[ 
\text{Feedforward controller} \quad \text{Disurbance sensor} \\
\begin{array}{c}
G_{cf} \\
+ \\
+ \\
\end{array} \\
\begin{array}{c}
G_{mf} \\
G_{d} \\
\end{array} \\
\begin{array}{c}
G_{p} \\
\end{array} \\
\begin{array}{c}
U(s) \\
Y(s) \\
\end{array} \\
\text{Process or Plant} \\
\text{Disturbance} \\
\text{Disturbance} \\
\text{process} \\
\]

\[ \text{Figure 1.6: Block diagram of feed forward control [11]} \]

1.3.3 Feedback plus Feed forward control

The combined feed forward plus feedback control, as seen in Figure 1.7 can significantly improve performance over simple feedback control whenever a major disturbance can be measured before it affects the process output. Feed forward control is one of the most widely used advanced control techniques in the process control industry. Combined feed forward plus feedback control can significantly improve performance over simple
feedback control whenever there is a major disturbance that can be measured before it affects the process output. Feed forward can compensate for load upsets before they are detected by the feedback control system as an error. In contrast, feedback controllers can only react to correct for a load upset after an error is detected between the process variable and the set point. Properly tuned feedback plus feed forward controllers can reduce load disturbances to controlled process variable measurement by a factor of 10, better than feedback control alone [12]. The basic principle of feed forward control is to measure the disturbances as they occur, and to make adjustments to the process demand signal of the feedback controller, thus, preventing the disturbance from upsetting the process variable signal being controlled.

![Block diagram of feedback plus feed forward control](image)

**Figure 1.7:** Block diagram of feedback plus feed forward control [13]

### 1.3.4 Cascade control

The conventional cascade scheme has two distinct functions with two control loops: an inner loop with fast dynamic to eliminate input disturbances, and an outer loop to regulate output performance. Conventionally, they are tuned in a sequential manner. First, the outer loop controller is put on manual and the inner loop controller is tuned.
Subsequently, the inner loop controller is commissioned and the outer loop controller is tuned to complete the tuning process. If the control performance achieved is unsatisfactory, the entire sequence must be repeated [14]. Block diagram for cascade control system is shown in Figure 1.8. Cascade control can improve control system performance over single-loop control whenever either: (1) Disturbances affect a measurable intermediate or secondary process output that directly affects the primary process output that we wish to control; or (2) the gain of the secondary process, including the actuator, is nonlinear. In the first case, a cascade control system can limit the effect of the disturbances entering the secondary variable on the primary output. In the second case, a cascade control system can limit the effect of actuator or secondary process gain variations on the control system performance. Such gain variations usually arise from changes in operating point due to set point changes or sustained disturbances.

![Block diagram of Cascade control](image)

**Figure 1.8:** Block diagram of Cascade control [13]

### 1.3.5 Cascade plus Feed forward control

Combining cascade and feed forward control techniques facilitates additional improvement in control loop performance. The feed forward controller is used to reject feed flow rate disturbances. Cascade controllers have a distinct advantage over other kinds of controller due to its ability to combine both feedback and feed-forward controls.
While feed-forward loops have the potential to adjust the controlled variables to the ideal states, the feedback loops in a mixed system check deviations to make sure the system is on track. The Figure 1.9 below is an example of a mixed cascade control. Cascade, the secondary controller provides precise delivery of the manipulated variable calculated by the feed forward model [14].

![Figure 1.9: Block diagram of Cascade plus Feed forward control [14]](image)

1.4 Objective of Dissertation

The objectives of the dissertation titled “Performance Evaluation of Different Control Schemes using Various Tuning Methods” are

2. Adding delay to the given transfer function and tuning the PID controller with various methods.
3. Implementing different control schemes such as feedback, feedback plus feed forward, cascade and cascade plus feed forward.
4. Performance evaluation of different control schemes using various conventional tuning methods.
5. Tuning of PID controller for third order plant using Particle Swarm Optimization (PSO).
CHAPTER 2

Literature Review

Many researches have worked and are still working in the field of PID controller. The contribution of different researches in this field has been mentioned below.

R.E. Brown, G.N. Maliotis and J.A. Gibby [15] proposed a PID self-tuning controller for aluminum rolling mill. The mill process has been modeled as a second order system with one input and one output. The model parameters were estimated on-line using a recursive least squares estimation algorithm. The controller has been designed using pole-placement design technique. The advantage of the proposed scheme is its easy implementation and applicability to complex processes involving unknown parameters, presence of time delays, time varying process dynamics and stochastic disturbances.

Roman W.Swiniarski [16] presented a neural auto-tuner PID controller for real-time applications using Fourier transformation of temporal patterns. The neural auto-tune gives the responses of closed loop relay feedback in the controlled system and produces the updated parameters for PID controller. The advantages of using neural networks create a new chance to provide faster more robust adaptive controllers in case of model uncertainty and disturbances. The neural auto-tuner process temporal patterns, gives the discretized response of closed loop control system with relay feedback, and computes new optimal regulator parameters. Due to the ability of fast, robust processing of temporal oscillatory patterns, the examined neural adaptive controller may find some future application in process control.

Roman W.Swiniarski [17] proposed neuromorphic adaptive PID controller tuner process in real-time using pattern recognition technique. The neuromorphic auto-tuner based on temporal pattern processing in real time and produced the controller parameters. The advantages of using neural networks create a new chance to provide faster more
robust adaptive controllers in case of model uncertainty and disturbances. The auto-tuner analyses the error temporal pattern using discretized step response of open loop control system. In this neuromorphic PID tuning has been compared with Ziegler-Nichols tuning method. The neuromorphic auto-tuner shows a great advantages in perspective real time application due to first temporal pattern analysis.

David W. Augustine and K.S.P Kumar [18] proposed a self-tuning PID controller for control of small to medium sized diesel engines. The proposed controller resembles a parameter adaptive controller when it has been in the tuning phase and like a closed-loop PID controller when it was not in tuning phase. The model used to represent the diesel engine contains nonlinearities and widely ranging parameters. Computer simulations were used to verify that the tuned system’s phase and gain margins meet design requirements. The suitable values for the three gains in the PID compensator were usually found by trial and error. The estimator used in the self-tuning PID controller was a discrete square root (DSQRT) filter.

M Zhuang and D.P. Atherton [19] proposed tuning of PID controller with Integral performance criteria. Ziegler-Nichols method was used to determining the PIDF controller parameters. The integral performance criteria provide a good system step response and better methods of achieving controller parameters. The theoretical results were given for a simple plant with time delay and they use these to check the numerical computations which have been achieved using a pade approximation. The advantage of using an integral performance criterion is better closed-loop response of a control system than heuristic tuning methods. The disadvantages of the Integral performance criterion(ISE) was the fact that its minimization often results in a relatively oscillatory step response since the large error which must occur for small time contribute significantly to the performance index.

P. Wang and D.P KWOK [20] proposed auto-tuning of classical PID controllers using an advantaged genetic algorithm. GA do not need analytical performance evaluation so they can use multiple settling time together as well as even knowledge-
based performance indices. The program has been written in C language and compiled by TURBO C. By comparing the results obtained by ZN and GA, GA consistently behaved better than the ZN. The GA based fine tuning approaches have many advantages such as good robustness, simple mechanics, global optimization, bounded random exploration, general information-driven property, large group searching, mixed multi-objective criteria as well as intrinsically similarity to natural world.

H.P Hong, S.J Park, S.J Han, K.Y Cho, Y.C Lim, J.K Park and T.G Kim [21] proposed auto-tuning of PID controller using Fuzzy logic to overcome the disadvantages of the existing auto-tuning PID controllers. The proposed technique has been based on the settling time of the process. The advantages of using Fuzzy logic is that it does not have to use test signals for modulating, it can be applied to a wide range of plants and it robust since it is not affected by the process characteristics. Simulation results reveal that the proposed controller has been tuned automatically to the optimal PID parameters under various operating conditions.

Cheng Ling and Thomas F.Edgar [22] proposed Fuzzy gain scheduling technique that involves implementing several linear controllers over a partitioned process space. The final controller output has been obtained by commutating the weighted average of contributions from all rules. The disadvantages of the proposed technique are the large number of rules required to perform process control. The proposed technique has been described the similarities between this techniques, which we call fuzzy gain scheduling (GS) method. In this FGS performed better than GS. Based on the analysis of PID tuning rules, they present an alternate scheme we call model-based Fuzzy gain scheduling (MFGS) for PID controllers. Based on the simulations, they have concluded that the proposed technique does not always produce a satisfactory set of controller parameters, but the performance of a PID controller with the model-based gain schedule approaches a controller adaptively tuned with the ITAE tuning rules.

Vladimir Bobal and Marek Kubalik [23] proposed self-tuning controller for temperature control of a thermo analyzer. The controller parameters have been derived on
the basis of pole-placement approach. The controller has been designed especially for process control without overshoot of the process output. The proposed technique has been verified with simulation result. The advantage of proposed technique is relatively simple, sufficiently robust and suitable for control of large class of systems.

Robert P. Copeland and Kuldeep S. Rattan [24] designed a Fuzzy logic supervisor for PID control of unknown systems, using Ziegler-Nichols tuning rule. Since Ziegler-Nichols methods provide nominal parameters values for PID controller, the desired system response has not been realized without additional tuning. The proposed technique reduced the amount of additional tuning. The addition of a Fuzzy logic supervisor improves the response of a Ziegler-Nichols PID controlled system. Gradual increases in the controller gains, as the system error approaches zero, provide improved system operation.

G. Calsev and R. Gorez [25] proposed an iterative method for automatic closed-loop tuning of PID controllers. The proposed technique has been tested on various open-loop stable plants, with transfer function of order up to nine, with or without dead time and appositive Zero. The iterative method has been compared with Ziegler-Nichols tuning method. From simulation results it has been concluded that the proposed method is easy to use and it leads to control systems with robust stability and performances.

H.J Cho, K.B and B.H Wang proposed [26] genetic algorithms for generating fuzzy rules in fuzzy-PID hybrid control structures. Fuzzy rules in a mixed control structure must be different according to the plant and the conditions in which it is operated. Since fuzzy rule generation is difficult and time consuming procedure, it is required to have a systematic method for constructing appropriate rules. GA’s are an efficient and robust tool for generating fuzzy rules in fuzzy-PID hybrid control structures. GA’s can construct a set of fuzzy rules that optimize multiple criteria.

J.M. Sousa, R. Babuska and H.B Verbruggen [27] proposed internal model controller (IMC) with a fuzzy model for air-conditioning system. The proposed technique presented an identification procedure for a Takagi-Sugeno Fuzzy-model, which has been
based on fuzzy clustering. The result obtained by proposed technique has been compared with the results obtained with a PID controller. The response obtained with the PID controller was slower than in the case of IMC. Disadvantages of IMC are that its control action is more oscillatory.

Yongling Zheng, Longhua Ma, Liyan Zhang and Qian [28] proposed a simple but feasible robust PID (RPID) tuning using particle swarm optimization (PSO). Minimax criterion guarantees a set of controller parameters to be most optimal to the worst operating condition that may occur within the uncertainty ranges of model parameters. To execute the minimax criterion, a co-evolutionary algorithm based on particle swarm optimization has been proposed. Standard PSO was not sensitive to population sizes so that PSO requires smaller population sizes in comparison to standard GA in general. Therefore, the PSO co-evolutionary algorithm for minimax problem is more economic compared to GA. They implement RPID algorithm in C++ code and compared the different resources required by GA minimax search algorithm and PSO minimax search algorithm. The PSO is an efficient search algorithm suitable for nonlinear global optimization.

Francesco Cupertino, Vincenzo Giordano, David Naso, Luigi Salvatore, and Biagio Turchiano [29] proposed optimization of fuzzy controllers for industrial manipulators via genetic algorithms. The Proposed technique describes a design procedure for the decentralized fuzzy control of a 5-dof robotic manipulator based on genetic algorithms (GA). GA-tuned fuzzy controllers guarantee better performances than PID in a wide range of operating conditions. The result obtained reveal that the described automatic tuning process much easier. Fuzzy controller ensure better performances than PID controller in different operating conditions, also in presence of unknown external load torque and coupling effects among the joints, in terms of trajectory tracking and current response.

Damir Vrancic, Birgitta Kristiansson and Stanko Strmcnik [30] proposed a reduced MO tuning method for PID controllers. The disturbance rejection magnitude
optimum (DRMO) tuning method for PID controllers provides a relatively fast and non-oscillatory disturbance rejection. The MO method results were a very good closed-loop response for a large class of process models frequently encountered in the process and chemical industries. The modified MO tuning method is called disturbance rejection magnitude optimum (DRMO) method. Advantages of the MO and DRMO tuning methods do not offer any additional tuning parameters. A disadvantage of the proposed method is that the calculations of criteria values require process frequency-response or identification of the process transfer function. Therefore, the calculation of the controller parameters cannot be performed from the measured characteristic areas in time-domain like in original MO and DRMO methods.

Huseyin Atakan Varol and Zafer Bingül [31] proposed a new PID tuning technique using Ant algorithm (AA). In the tuning process, the following cost functions were employed: (1) Integral absolute error (IAE) (II) Integral square error (ISE) (III) A new proposed cost function called reference based error with minimum control effort (RBEMCE). The result obtained from proposed technique has been compared with Ziegler-Nichols (ZN), integral model control (IMC) and Iterative feedback tuning (IFT) methods. The advantage of proposed technique has been its faster settling time, less or no overshoot and higher robustness.

Faisal A. Mohamed and Heikki N. Koivo [32] proposed speed control of power generation plants driven by diesel engine systems with genetic algorithm self-tuning PID controller. Speed control of power generation plants driven by diesel prime-movers was difficult because of a dead time and changes in parameters. Genetic algorithm self-tuning PID controller based on indirect estimation of the dead time has been proposed resulting in fast response at the start up and quick recovery, when a disturbance occurs. The proposed controller controls the system even if the system has time delay or load variations.

A.A Khan and Nishkam Rapal [33] proposed a fuzzy PID controller which can be tuned by carrying the tuning rules from PID domain. The advantage of proposed
technique has been its better performance in terms of rise time, and small overshoot. Step response of the fuzzy PID controller gives low overshoot, less settling time, less rise time and low integral absolute error than the conventional PID controllers. The proposed design and tuning procedure has been suitable for application in industrial environment because of its simplicity.

Junfeng Chen, Ziwu Ren, and XInnan Fan [34] proposed particle swarm optimization with adaptive mutation and its application research in tuning of PID parameters. The standard PSO algorithm has premature and local convergence phenomenon when solving complex optimization problem. To resolve this problem an improved particle swarm optimization has been proposed. The results shows that this approach has been effective and the designed controller has more excellent performance than the controllers designed by the PSO algorithm and the standard genetic algorithm (SGA). From the testing results it can be seen that the proposed IPSO method can avoid the premature convergence problem effectively, and also has good optimization performance. The results shown that the response performance of the IPSO-PID controller is indeed more excellent than the PSO-PID and SGA-PID controller.

M. Willjuice Iruthayarajan and S. Baskar [35] proposed optimization of PID parameters using GA and PSO. PID controller has been designed by minimizing various performance measures such as ISE, IAE, and ITAE for two linear systems. The performance of RGA and PSO has been compared with respect to time response specifications, computation time and statistical performance in 20 independent trials. The performance of PSO was compared with real coded GA with sufficient number of populations by fixing maximum number of functional evaluation as stopping criteria. The performance measured such as ISE, IAE, and ITAE were considered for designing PID controller’s two different linear systems. ITAE was preferable for quick settling time.

X.G Duan, H.X Li and Hua Deng [36] proposed a tuning method for fuzzy PID controller based on internal model control (IMC) theory. The parameters of fuzzy PID controller can be designed analytically and automatically. With the help of simulation,
the proposed technique has been shown to be very effective in the set-point tracking control for a first order plus dead time process. The proposed technique has been compared with conventional counterpart; proposed technique is more robust to the process variation.

Dongyun Wang and Guan Wang [37] proposed parameters optimization of fuzzy controller based on improved particle swarm optimization (PSO). The tuning of the scaling factors of the fuzzy PID controller for the inverted pendulum has been investigated. The advantage of the PSO algorithm has been easy implementation, robustness to control parameters, and computational efficiency when compared with other mathematical techniques. The PSO can be easily applied to nonlinear and non-continuous optimization problems. Chaotic sequence is used to update weight and the position of the particles.

Salah Kermiche and H.A Abbassi [38] proposed fuzzy PID controller parameters optimized by genetic algorithms. Fuzzy inference system has been adopted to determine the values of the weight that multiplies the set-point for the proportional action. This contribution introduces genetic algorithms to change the shapes of the membership of the fuzzy controller by changing their parameters. The advantage of fuzzy logic controller has been its simple implement, easy to adapt to process set-point operation. It is robust to the disturbance that may affect the controlled process.

YANG BOLI, Wan-Zhou, and YANG Feng [39] proposed PSO-PID tuning method for time-delay process. The proposed method has been used to design PID controllers for stable first order and high order systems with time delay. The proposed method originates from process with small time delay; however, it is still effective even if the time delay is quite large. Simulation results shown that the proposed method gives significantly better dynamic performances than IMC-PID method. The proposed is still effective even if the time delay is quite large compared with other algorithms and strategies for designing PID controllers, the proposed method gives better dynamic performance.
Liu Fan and Meng Joo [40] proposed a method of designing proportional-integral-derivative (PID) controller based on genetic algorithms (GA). Ziegler-Nichols tuning formula has been used for predicting the range of gain coefficients of GA-PID controller. The proposed method has been used for optimizing the gain coefficients of PID controller has considerably improved the performance of PID controller. The performance of the proposed controller was evaluated by simulation on a second-order and a third order control system. Simulation results demonstrate that the proposed controller performs ZN-PID and fuzzy PID controllers in terms of dynamics and statics characteristic.

Guohan Lin and Guofan Liu [41] proposed PID controller tuning using adaptive genetic algorithms. The proposed techniques have been compared with traditional optimizations methods. Simulations with different process show that the gains obtained using proposed technique provide better performance than those obtained by the classical Ziegler-Nichols (ZN) method classical genetic algorithms (CGA) method. The basic structure of the proposed controller is similar to the CGA PID controller. The PID gains obtained by the ZN tuning methods are used to calculate the initial gains of the proposed controller. Advantage of proposed technique is simple in structure and its computational task is so small that the online adaptation is easy.

H.M. Asifa and S.R.Vaishnav [42] proposed a particle swarm optimization (PSO) method for determining the optimal proportional-integral-derivative (PID) controller parameters to improve the step response of a third order system. The simulation has been done using MATLAB. The result has been compared with the performance of PID controller tuned using conventional methods like Ziegler-Nichols, Tyreus Luyben and internal model control. The proposed method is better than the conventional methods. The PSO based PID controller has superior features like easy implementation, stable convergence characteristic and good computational efficiency. The advantage of proposed method is improving the steady state error, reduction in peak overshoot and settling time.
GAN Shu-chuan and Guo Hui [43] proposed the research of PID self-tuning based on fuzzy genetic algorithm. The proposed method has been used to optimize the PID parameters of temperature controller in heating furnace. After the genetic algorithm executed 200 iterations, the presetting value of temperature was set 60 degree in two intelligent nodes. The experiment indicated that the PID controller base on the fuzzy genetic algorithm obtained the less error, the less adjustment time and the less change in temperature.

Mazidah Tajjudin, Ramli Adnan, Norlela Ishak, Mohd and Hashimah Ismail [44] proposed an optimal PID tuning PSO. The proposed method has been utilized to search for optimum $K_p$, $K_i$ and $K_d$ that will minimized some objective functions typically IAE, ITSE. The proposed method presents simulation results on a model reference input for a PSO-tuned PID to achieve better output performance. Simulation was done on a simple first-order model towards three reference model with different time constant. The proposed structure has been proved to be superior in terms of consistency in results and the control signal also provides better accuracy.

Geetha. M, Balajee. K. A and Jovitha Jerome [45] proposed an optimal tuning of virtual feedback PID controller for a continuous stirred tank reactor (CSTR) using particle swarm optimization (PSO) algorithm. The proposed method has been based on the optimal tuning of virtual feedback PID control for a CSTR system using PSO algorithm for minimum integral square error (ISE) condition. The optimized PID tuning parameters of the CSTR system has been obtained using Ziegler-Nichols tuning, genetic algorithm and particle swarm optimization. The results from all the three tuning techniques have been compared against each other. By comparing all the three methods, it was found that PSO algorithm was the best implemented.

Y.C. Kim, L.H. Keel and S.P. Bhattacharyya [46] proposed an approach to directly control the transient response of linear time-invariant systems. They proved that the principal characteristic ratio and generalized time constant, namely the two parameters $a$ and $r$ can be used to independently characterize or control the system
overshoot to a step input and the speed of response, respectively. These formulas have been used to develop a procedure to design a state feedback plus feed forward controller for a minimum phase plant that provides “good” transient response, namely one with specified overshoot and specified rise time or speed of response.

J.S Wang and C.S. George Lee [47] presented the utilization of a self-adaptive recurrent neuro-fuzzy control as a feed forward controller and a proportional-plus-derivative (PD) control as a feedback controller for controlling an autonomous underwater vehicle (AUV) in an unstructured environment. A systematic self-adaptive learning algorithm, consisting of a mapping-constrained agglomerative clustering algorithm for the structure learning and a recursive recurrent learning algorithm for the parameter learning, has been developed to construct the recurrent neuro-fuzzy system to model the inverse dynamics of an AUV with fast learning convergence. Computer simulations of the proposed recurrent neuro-fuzzy control scheme and its performance comparison with some existing controllers have been conducted to validate the effectiveness of the proposed approach.

Serdar Yuksel, Haitham Hindi and Lara Crawford [48] proposed an Optimal Tracking with Feedback-Feed forward Control Separation over a Network. The controller consists of a central decision maker and an on-site controller, which were connected through a discrete noiseless channel. The reference path has been available noncausally to the central decision maker and the on-site controller has access to noisy observations from the plant and the reference information provided by the central decision maker. The proposed method provided the optimal control using dynamic programming and show that the optimal controller can be separated into a non-causal feed forward term plus a feedback term.

have been considered as outputs, such that zero dynamics was avoided. In order to improve the performance of the whole system and to diminish the output capacitor size an estimate of the load current has been feed forwarded. Simulation results have been performed in presence of parameters uncertainties and noisy measurements. The main advantages are: outputs are chosen such that complete feedback linearization has been obtained avoiding zero dynamics. In addition, feed forward compensation allows improving the performance when a capacitor value is fixed.

Wei Tang, Qian Feng, Mengxiao Wang, Qian Hou and Leilei Wang [50] proposed a novel control method based on expert system (ES). A feed forward and feedback plus PID control scheme based on expert system for DO (dissolved oxygen) value control has been employed, by which different control rules were made according to the derivative of DO values in different stages. This control strategy has been embedded into a wastewater aerobics treatment process control system running in China and resulted in notable profits. The advantage of proposed method are simple structure, short settling time, high precision, good stability and small overshoot.

I.S Baruch and R.G Guerra [51] proposed a Fuzzy-Neural Multimodal (FNMM) identification and control system for decentralized control of distributed parameter anaerobic wastewater treatment digestion bioprocess, carried out in a fixed bed and a recirculation tank. The distributed parameter analytical model of the digestion bioprocess has been reduced to a lumped system using the orthogonal collocation method, applied in three collocation points, which were used as centers of the membership functions of the fuzzyfied space variable of the plant. The states of the proposed FNMM identifier have been implemented by a direct feedback-feed forward hierarchical FNMM controller. The advantage of proposed method results good convergence, and precise reference tracking outperforming the optimal control.

Wei Tang, Zhongfeng Wang, Qian Feng and Mengxiao Wang [52] proposed a fuzzy expert control strategy based on DCS. A feed forward and feedback plus PID control scheme based on expert system (ES) for dissolved oxygen (DO) value control
was designed, by which different control rules were made according to the derivative of DO values in different stages. Based on SIMATIC PCS7, the control system has been designed for the aerobic section of APMP wastewater treatment. The application indicates that the proposed control method was feasible and valuable. The advantages of proposed method has been its simple structure, short settling time, high precision, good stability and small overshoot. The ES does not rely on the mathematical model. The energy consumption of APMP process was greatly reduced.

E.H Gurban and G.D Andreescu [53] proposed a PID Controller Tuning for Greenhouse Climate with Feedback-Feed forward Linearization and Decoupling. The proposed method presented an equivalent greenhouse climate model based on feedback feed-forward compensation technique responsible for linearization, decoupling and disturbance compensation of the greenhouse complex model. Based on this equivalent model reduced to integral plus dead time decoupled processes, a comparison study of associated PI/PID controllers employing different tuning techniques has been performed by simulation. The system responses using these tuning methods for set point step change in temperature and absolute humidity were compared by simulation, the smallest settling time has been obtained for Ziegler-Nichols PID tuning rules, and the smallest overshoot for Internal Model Control based IAE/ISE optimal tuning.

In this chapter we have summarized the tuning of PID controller with different tuning methods such as Ziegler-Nichols, Particle Swarm Optimization, Genetic Algorithm, Fuzzy Logic etc. Our main focus on Particle Swarm Optimization method in which we saw that tuning of PID controller for higher order plant has been done with large number of iteration. But in this dissertation tuning of PID controller for higher order plant has been done with less number of iteration.
CHAPTER 3

PID Controller Tuning

Tuning a controller is a method of determining the parameters of a PID controller for a given system. A PID controller is described by three parameters; $K_P$, $K_I$ and $K_D$. Different tuning methods have been discussed below.

### 3.1 Direct Synthesis Method

This is a model based tuning technique. It uses an identified process model in conjunction with a user specified closed loop response characteristic [54].

Given first order process:

$$G_p(s) = \frac{K_p}{\tau_p s + 1}$$  \hspace{1cm} (3.1)

Then according to direct synthesis method the controller transfer function is given by:

$$G_c(s) = \frac{1}{\lambda s + 1} \frac{K_p}{\tau_p + 1 \left(1 - \frac{1}{\lambda s + 1}\right)}$$

$$= \frac{\tau_p s + 1}{K_p \lambda s}$$  \hspace{1cm} (3.2)

Also,

$$G_c(s) = \frac{\tau_p}{K_p \lambda} \left(\frac{\tau_p s + 1}{\tau_p s}\right)$$  \hspace{1cm} (3.3)
Where, $\lambda$ is a filter tuning parameters. The larger value of $\lambda$ results faster closed loop response while smaller value of $\lambda$ results slower closed loop response. By comparing equation (3.1) and (3.3) we get,

$$K_C = \frac{\tau_p}{K_p\lambda}$$

$$\tau_I = \tau_p$$

### 3.2 Tuning Rules for First Order plus Dead Time Processes

#### 3.2.1 Ziegler-Nichols open-loop method [13]

Ziegler and Nichols proposed tuning parameters for a process that has been identified as integrator plus time delay based on the open loop process step response.

$$g_p(s) = \frac{Ke^{-\theta s}}{s}$$

Since first order plus time delay processes have a maximum slope of $K = \frac{K_p}{\tau_p}$ at $t = \theta$ for a unit step input change, these same rules can be used for first order plus time delay processes,

$$g_p(s) = \frac{Ke^{-\theta s}}{\tau_p s + 1}$$

Their recommended tuning parameters, which should give roughly quarter-wave damping, are shown in Table 3.1.
### Table 3.1: Ziegler-Nichols Open-Loop Tuning Parameters [13]

<table>
<thead>
<tr>
<th>Controller</th>
<th>$K_C$</th>
<th>$\tau_I$</th>
<th>$\tau_D$</th>
</tr>
</thead>
<tbody>
<tr>
<td>P</td>
<td>$\frac{1}{K\theta}$ or $\frac{\tau_P}{K_p\theta}$</td>
<td>------</td>
<td>------</td>
</tr>
<tr>
<td>PI</td>
<td>$\frac{0.9}{K\theta}$ or $\frac{0.9\tau_P}{K_p\theta}$</td>
<td>3.30</td>
<td>------</td>
</tr>
<tr>
<td>PID</td>
<td>$\frac{1.2}{K\theta}$ or $\frac{1.2\tau_P}{K_p\theta}$</td>
<td>20</td>
<td>0.50</td>
</tr>
</tbody>
</table>

### 3.2.2 Cohen-Coon parameters [13]

The method developed by Cohen and Coon (1953) is based on a first-order plus time-delay process model. The tuning parameters as a function of the model parameters are shown in Table 3.2. The major problem with the Cohen-Coon parameters is that they tend are not very robust; i.e., a small change in the process parameters can cause the closed-loop system to become unstable.

### Table 3.2: Cohen-Coon Tuning Parameters [13]

<table>
<thead>
<tr>
<th>Controller</th>
<th>$K_C$</th>
<th>$\tau_I$</th>
<th>$\tau_D$</th>
</tr>
</thead>
<tbody>
<tr>
<td>P</td>
<td>$\frac{\tau_P}{K_p\theta} \left[1 + \frac{\theta}{3\tau_P}\right]$</td>
<td>------</td>
<td>------</td>
</tr>
<tr>
<td>PI</td>
<td>$\frac{\tau_P}{K_p\theta} \left[0.9 + \frac{\theta}{1.2\tau_P}\right]$</td>
<td>$\frac{30 + 30\theta}{9 + 20\theta}$</td>
<td>------</td>
</tr>
<tr>
<td>PID</td>
<td>$\frac{\tau_P}{K_p\theta} \left[\frac{4}{3} + \frac{\theta}{4\tau_P}\right]$</td>
<td>$\frac{32 + 6\theta}{13 + 8\theta}$</td>
<td>$\frac{40}{11 + 2\theta}$</td>
</tr>
</tbody>
</table>
3.3 Ziegler Nichols Tuning Method

The most popular tuning methodology was proposed by Ziegler and Nichols in 1942 [55]. The closed-loop tuning method requires the determination of the ultimate gain and ultimate period. This can be achieved by adjusting the controller gain till the system undergoes sustained oscillations at the ultimate gain or critical gain ($K_u$), whilst maintaining the integral time constant at infinity and the derivative time constant at zero. The Ziegler-Nichols tuning method is based on the determination of process inherent characteristics such as the process gain, process time constant and process dead time. These characteristics are used to determine the controller tuning parameters.

<table>
<thead>
<tr>
<th>Controller</th>
<th>$K_p$</th>
<th>$T_i$</th>
<th>$T_d$</th>
</tr>
</thead>
<tbody>
<tr>
<td>P</td>
<td>$0.5 K_u$</td>
<td>------</td>
<td>------</td>
</tr>
<tr>
<td>PI</td>
<td>$0.45 K_u$</td>
<td>0.83 $P_u$</td>
<td>------</td>
</tr>
<tr>
<td>PID</td>
<td>$0.6 K_u$</td>
<td>0.5 $P_u$</td>
<td>0.125 $P_u$</td>
</tr>
</tbody>
</table>

Table 3.3: Tuning parameters for Ziegler Nichols closed loop ultimate gain method [56].

3.4 Relay Auto Tuning Method

Relay-based auto tuning is a simple way to tune PID controllers that avoids trial and error, and minimizes the possibility of operating the plant close to the stability limit [57]. Block diagram of simple feedback auto tuning system shown in Figure 3.1. Auto tuning is based on the idea of using an on/off controller (called a relay controller). Initially, the plant oscillates without a definite pattern around the nominal output value until a definite and repeated output response can be identified. When the desired response pattern has been reached the oscillation period ($P_u$) and the amplitude ($A$) of the plant response can be measured and used for PID controller tuning. In fact, the ultimate gain can be computed as:
\[
K_u = \frac{4h}{\Pi A}
\]  
(3.4)

Where, \( h \) = amplitude of the PID controller output

\( A \) = amplitude of the plant response

Figure 3.1: Block diagram of relay auto tuning scheme

(a)
3.5 Computational Optimization Method

In this method an optimal set (or optimal sets) of values of PID controller to satisfy the transient response specifications is required to be obtained [58]. The PID controller with computational optimization approach has been shown in Figure 3.3. The objective is to find the combination of gain ‘K’ and ‘a’ such that the closed-loop system will have minimum rise time, settling time, peak time and overshoot. For designing the PID controller first specify the region to search for appropriate K and a. The values of K and a must specify

\[ 0.4 \leq K \leq 1 \]  \hspace{1cm} (3.5)

\[ 0.08 \leq a \leq 0.3 \]  \hspace{1cm} (3.6)

\[ R(s) \rightarrow + \rightarrow K \frac{(s + a)^2}{s} \rightarrow \text{PLANT} \rightarrow Y(S) \]

**Figure 3.3**: PID controller design with computational optimization approach
3.6 Modulus Optimum Method

The modulus optimum (MO) method for optimization of regulators can be applied in a wide variety of cases in the control field. Modulus Optimum (MO) method is based on the transfer function of set point \( G_{ref}(s) \) [59]. In ideal case the transfer function would be \( G_{ref}(s) = 1 \), i.e. step response of process variable is equal to set point. In frequency domain it corresponds with condition given in equation (3.7).

\[
G_{ref}(j\omega) = 1 \Rightarrow |G_{ref}(j\omega)| = A_{ref}(\omega) = 1 \tag{3.7}
\]

This condition cannot be satisfied in reality; however it can be proven that control process ends the fastest when amplitude characteristics \( A_{ref}(j\omega) \) will be flat at first and then monotonically decrease. The setting of PID parameters \( K_P, T_I \) and \( T_D \) by MO method is sorted in the Table 3.4 for practical use and it depends on the type of controlled plant.

<table>
<thead>
<tr>
<th>Model of Controlled plant</th>
<th>( K_P )</th>
<th>( T_I )</th>
<th>( T_D )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \frac{k}{(T_1s + 1)(T_2s + 1)(T_3s + 1)} )</td>
<td>( \frac{T_1}{2kT_3} )</td>
<td>( T_1 + T_2 )</td>
<td>( \frac{T_1T_2}{T_1 + T_2} )</td>
</tr>
</tbody>
</table>

Where,

\( T_1 \geq T_2 \geq T_3 \)

3.7 Tuning Based on Minimization of Various Performance Indices

The followings are some commonly used criteria based on the integral error for a step set point or disturbance response [60].

The integral of absolute error (IAE) performance criteria is

\[
J_{IAE} = \int_0^\infty |e(t)| \, dt \tag{3.8}
\]
IAE gets the absolute value of the error to remove negative error components. Generally IAE is good for simulation studies.

The integral square error (ISE) performance criteria is

\[ J_{ISE} = \int_0^\infty |e^2(t)| dt \]  \hspace{1cm} (3.9)

ISE squares the error to remove negative error components. ISE discriminates between over-damped and under damped Systems.

The integral of time multiplied by the absolute error (ITAE) performance criteria is

\[ J_{ITAE} = \int_0^\infty t|e(t)| dt \]  \hspace{1cm} (3.10)

The ITAE weights the error with time and hence emphasizes the error values later on in the response rather than the initial large errors.

The integral of time multiplied square error criterion (ITSE) performance criteria is

\[ J_{ITSE} = \int_0^\infty t|e^2(t)| dt \]  \hspace{1cm} (3.11)

The ITSE weights the square error with time and much more emphasizes the error values rather than the ITAE performance criteria [61].
CHAPTER 4

Particle Swarm Optimization (PSO)

4.1 Origin

Particle Swarm Optimization (PSO) was developed by Dr. Kennedy and Dr. Eberhart in 1995. It is a kind of global optimization technology and belongs to the category of swarm intelligence method [62]. The PSO is a population-based search algorithm based on the simulation of the social behavior of birds, bees or a school of fishes. This algorithm originally intends to graphically simulate the graceful and unpredictable choreography of a bird folk. Each individual within the swarm is represented by a vector in multidimensional search space. This vector has also one assigned vector which determines the next movement of the particle and is called the velocity vector. The PSO algorithm also determines how to update the velocity of a particle. Each particle updates its velocity based on current velocity and the best position it has explored so far; and also based on the global best position explored by swarm [63]. PSO has been found to be simple, effective and robust in solving problems with nonlinearity, non-differentiability, and multidimensional optimization [64]. The PSO uses a simple mechanism that imitates their swarm behaviors to guide the particles to search for globally optimal solutions. Hence it is also a population-based iterative algorithm. Owing to its simplicity of implementation and ability to quickly converge to a reasonably good solution, the PSO has been successfully applied in solving many real-world optimization problems [65]. Particle swarm optimization has been enormously successful in several and various industrial domains. It has been used across a wide range of engineering applications. These applications can be summarized around domains of robotics, image and signal processing, electronic circuits design, communication networks, but more especially the domain of plant control design [66].
4.2 Concept of PSO

Original concept of PSO came from the study of simulating behavior of bird flocking to look for food. A possible solution for each problem can be represented as a particle that is just like a bird flocking in a D-dimensional searching space. Each individual particle has a fitness value that is evaluated by a fitness function to pick a good experience for itself and population respectively. The particles of population is initialized randomly first. A particle changed its searching direction based on two values or experiences during each iteration. The first one is the best searching experience of individual so far and it is called pbest. Another one is the best result obtained so far by any particle in the population and it is called gbest [67]. Imagine a source of insects or a school of fish. If one sees a desirable path to go (e.g. food, protection etc.) the rest of the swarm will be able to follow quickly even if they are on the opposite side of the swarm. On the other hand, in order to facilitate felicitous exploration of the search space, typically one wants each particle to have a certain level of randomness in their movement, so that the movement of the swarm has certain explorative capability the swarm should be influenced by the rest of the swarm but also should independently explore to a certain extent. PSO uses a population of solution, called particles which fly through the search space, with directed velocity vectors to find better solution. Each particle keeps track of its coordinates in the problem space which are associated with the best solution (fitness) it has achieved so far. The fitness value is also stored. This value is called pbest (personal best). Another ‘best’ value that is tracked by the particle swarm optimizer is the best value, obtained so far by any particle in the immediate neighborhood of the particle. This location is called lbest (local best). When a particle takes all the population as its topological neighbors, the best value is called gbest (global best). PSO concept consists of, at each time step, changing the velocity (accelerating) of each particle towards its pbest and lbest locations. Acceleration is weighted by a random term, with separate random numbers being generated for acceleration toward pbest and lbest locations. Consider an optimization problem of $D$ variables. A swarm of $M$ particles is initialized in which each particle is assigned a random position in the $D$-dimensional hyperspace such that each particle’s position
corresponds to a candidate solution for the optimization problem. Let denote a particle’s position (coordinate) and $V$ denote the particle’s flight velocity over a solution space. Each individual $X$ in the swarm is scored using a scoring function that obtains a score (fitness value) representing how good it solves the problem. The best previous position of a particle is $P_{best}$. The index of the best particle among all particles in the swarm is $G_{best}$. Each particle records its own personal best position ($P_{best}$), and knows the best positions found by all particles in the swarm ($G_{best}$). Then, all particles that fly over the $D$-dimensional solution space are subject to updated rules for new positions, until the global optimal position is found [68]. Each particle represents a candidate solution to the problem and it has its own position and velocity. For an $N$-dimensional problem, the position and velocity can be specified by a $M \times N$ matrix as follows [69]:

$$X = \begin{bmatrix} x_{11} & x_{12} & \cdots & x_{1N} \\
x_{21} & x_{22} & \cdots & x_{2N} \\
\vdots & \vdots & \ddots & \vdots \\
x_{M1} & x_{M2} & \cdots & x_{MN} \end{bmatrix}$$

$$V = \begin{bmatrix} v_{11} & v_{12} & \cdots & v_{1N} \\
v_{21} & v_{22} & \cdots & v_{2N} \\
\vdots & \vdots & \ddots & \vdots \\
v_{M1} & v_{M2} & \cdots & v_{MN} \end{bmatrix}$$

Where $X$ and $V$ are the position matrix and the velocity matrix respectively. Number of particles in the swarm is denoted by $M$. Each row of the position matrix represents a possible solution to the optimization problem [70]. The velocity of each particle depends on the distance of the current position to the positions that resulted in good fitness values. To update the velocity matrix at each iteration, every particle should know its personal best and the global best position vectors. The personal best position vector defines the position at which each particle attained its best fitness value up to the present iteration [71]. The personal best positions can be defined by the matrix
Each row in the $P_{best}$ matrix represents the corresponding particle's personal best position. The global best position vector defines the position in the solution space at which the best fitness value was achieved by all particles, and is defined by [72].

$$G_{best} = \begin{bmatrix} g_{best_1} & g_{best_2} & \cdots & g_{best_N} \end{bmatrix}$$

### 4.3 Working of PSO Algorithm

As stated before, PSO simulates the behavior of bird flocking. Suppose the following scenario: a group of birds is randomly searching for food in an area. There is only one piece of food in the area being searched. Not all the birds know where the food is. However, during every iteration, they learn via their inter-communications, how far the food is. Therefore, the best strategy to find the food is to follow the bird that is nearest to the food. PSO learned from this bird-flocking scenario, and used it to solve optimization problems. In PSO, each single solution is a "bird" in the search space. We call it "particle". All of particles have fitness values which are evaluated by the fitness function (the cost function to be optimized), and have velocities which direct the flying of the particles. The particles fly through the problem space by following the current optimum particles. PSO is initialized with a group of random particles (solutions) and then searches for optima by updating generations. During every iteration, each particle is updated by following two "best" values. The first one is the position vector of the best solution (fitness) this particle has achieved so far. The fitness value is also stored. This position is called $p_{best}$. Another "best" position that is tracked by the particle swarm optimizer is the best position, obtained so far, by any particle in the population. This best position is the current global best and is called $g_{best}$ [73].
The velocity and position matrix are updated such that each particle takes the path of a damped oscillatory movement toward its personal best and the global best positions in every iteration. The velocity and position matrix is updated according to following rules [75].

\[
v_{m,n}^{(t+1)} = w \times v_{m,n}^{(t)} + c_1 \times \text{rand}() \left( p_{best_{m,n}}^{(t)} - x_{m,n}^{(t)} \right) + c_2 \times \text{rand}() \left( g_{best_{m,n}}^{(t)} - x_{m,n}^{(t)} \right)
\]

\[
x^{(t+1)} = x^{(t)} + v^{(t)}
\]

Where, \(m=1, 2, 3\ldots M\)

\(n=1, 2, 3\ldots N\)

t and \(t+1\) denote the time index of the current and next iterations respectively. Cognitive coefficient \(c_1\) and social coefficient \(c_2\) are constants known as acceleration coefficients, and \(\text{rand}()\) uniformly distributed random numbers in the range \([0, 1]\). \(w\) is the inertia weight factor.
4.4 Fitness Function

The Fitness function is important to be properly defined. In this work for minimization of rise time, settling time, and overshoot. The value of fitness function defined by optimization algorithm would be the minimum. The fitness function is defined by

\[ f = \sqrt{(t_r)^2 + (t_s)^2 + (m_p)^2} \]

Where, \( t_r \) = rise time, \( t_s \) = settling time, \( m_p \) = peak overshoot
CHAPTER 5

Simulation Results and Discussions

5.1 First order system without delay

The transfer function of the plant is taken as: \( G_p(s) = \frac{2}{5s+1} \)

<table>
<thead>
<tr>
<th>TUNING METHOD</th>
<th>Controller</th>
<th>( K_p )</th>
<th>( K_i )</th>
<th>( K_d )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Direct Synthesis</td>
<td>PI</td>
<td>2.5</td>
<td>5</td>
<td>0</td>
</tr>
<tr>
<td>PID</td>
<td>NOT APPLICABLE</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Computational Optimization (CO)</td>
<td>PI</td>
<td>NOT APPLICABLE</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PID</td>
<td>1.2</td>
<td>0.36</td>
<td>0.3</td>
<td></td>
</tr>
</tbody>
</table>

Table 5.1: PID tuning parameters for a first order system without delay

<table>
<thead>
<tr>
<th>TUNING METHOD</th>
<th>Controller</th>
<th>Rise time( (t_r) ) in sec</th>
<th>Settling time( (t_s) ) in sec</th>
<th>Peak time( (t_p) ) in sec</th>
<th>Overshoot (%)</th>
<th>Steady state error ( (e_{ss}) ) in sec</th>
<th>IAE</th>
<th>ISE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Direct Synthesis</td>
<td>PI</td>
<td>0.7682</td>
<td>5.4783</td>
<td>1.8361</td>
<td>30.7595</td>
<td>0</td>
<td>0.1</td>
<td>0.425</td>
</tr>
<tr>
<td>PID</td>
<td>NOT APPLICABLE</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Computational Optimization (CO)</td>
<td>PI</td>
<td>NOT APPLICABLE</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PID</td>
<td>10.3417</td>
<td>25.3851</td>
<td>21.1786</td>
<td>2.263</td>
<td>0</td>
<td>4.6296</td>
<td>2.6436</td>
<td></td>
</tr>
</tbody>
</table>

Table 5.2: Various performance specification for Direct Synthesis and CO method

Simulation results show that tuning a PI controller with Direct Synthesis method is used when the small value of rise time \( (t_r) \), settling time \( (t_s) \), peak time \( (t_p) \), integral absolute error (IAE) and integral squared error (ISE) is required. Computational Optimization (CO) is applicable only when less overshoot is required.
Figure 5.1: Unit step response for the plant using Direct Synthesis tuning method

Figure 5.2: Unit step response for the plant using Computational Optimization tuning method

Unit step response for the plant using Direct Synthesis method and Computational Optimization is shown in Figures 5.1 and 5.2 respectively. From above response Computational Optimization method is better than Direct Synthesis method for first order plant without delay.
5.2 First order system with delay

The transfer function of the plant is taken as: \[ G_p(s) = \frac{2}{5s + 1} e^{-3s} \]

Table 5.3: PID tuning parameters for a first order system with delay

<table>
<thead>
<tr>
<th>TUNING METHOD</th>
<th>Controller</th>
<th>( K_P )</th>
<th>( K_I )</th>
<th>( K_D )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cohen Coon</td>
<td>PI</td>
<td>0.7916</td>
<td>0.1742</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>PID</td>
<td>1.2361</td>
<td>0.4120</td>
<td>2.4310</td>
</tr>
<tr>
<td>Ziegler Nichols</td>
<td>PI</td>
<td>0.7500</td>
<td>0.0757</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>PID</td>
<td>1</td>
<td>0.1666</td>
<td>1.5000</td>
</tr>
<tr>
<td>Relay Auto tuning</td>
<td>PI</td>
<td>0.5742</td>
<td>0.0663</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>PID</td>
<td>0.7656</td>
<td>0.1473</td>
<td>0.9945</td>
</tr>
<tr>
<td>Computational Optimization</td>
<td>PI</td>
<td>NOT APPLICABLE</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>PID</td>
<td>1.2000</td>
<td>0.3600</td>
<td>0.3000</td>
</tr>
</tbody>
</table>

Table 5.4: Various performance criteria for first order plant with delay

<table>
<thead>
<tr>
<th>TUNING METHOD</th>
<th>Controller</th>
<th>Rise time( (t_r) ) in sec</th>
<th>Settling time( (t_s) ) in sec</th>
<th>Peak time( (t_p) ) in sec</th>
<th>Overshoot (%)</th>
<th>Steady state error ( (e_{ss}) ) in sec</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cohen Coon</td>
<td>PI</td>
<td>2.4624</td>
<td>39.6939</td>
<td>9.2353</td>
<td>51.5074</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>PID</td>
<td>0.0008</td>
<td>362.9955</td>
<td>11.9995</td>
<td>126.8031</td>
<td>0</td>
</tr>
<tr>
<td>Ziegler Nichols</td>
<td>PI</td>
<td>3.2034</td>
<td>34.5245</td>
<td>8.7541</td>
<td>9.07410</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>PID</td>
<td>1.0518</td>
<td>21.3943</td>
<td>5.9999</td>
<td>47.9566</td>
<td>0</td>
</tr>
<tr>
<td>Relay Auto tuning</td>
<td>PI</td>
<td>4.9185</td>
<td>36.1287</td>
<td>74.2355</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>PID</td>
<td>2.1000</td>
<td>18.2595</td>
<td>6.0000</td>
<td>12.8404</td>
<td>0</td>
</tr>
<tr>
<td>Computational Optimization</td>
<td>PI</td>
<td>NOT APPLICABLE</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>PID</td>
<td>6.2166</td>
<td>32.8463</td>
<td>15.9186</td>
<td>15.5132</td>
<td>0</td>
</tr>
</tbody>
</table>

Simulation results show that PI controller is better than PID controller for first order plant with delay. Tuning a PI controller with Cohen-Coon method is applicable when less rise
time \((t_s)\) is required. When less settling time \((t_s)\), peak time \((t_p)\) required ZN method is used. When we no overshoot is required RA method is used.

**Figure 5.3**: Unit step response for the plant using Cohen Coon tuning method

**Figure 5.4**: Unit step response for the plant using Ziegler-Nichols tuning method
Figures 5.3 to 5.6 shows tuning of PID controller by Cohen-Coon, Ziegler-Nichols, Relay Auto tuning and Computational Optimization methods respectively for the first order plant with delay. From above Figures it can be concluded that PI controller is better than PID controller for first order plant with delay.
5.3 Second order system without delay

The transfer function of the plant is taken as:

\[ G_p(s) = \frac{-0.5189s + 1.462}{0.1858s^2 + 0.8627s + 1} \]

<table>
<thead>
<tr>
<th>Table 5.5: PID tuning parameters for second order plant without delay</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>TUNING METHOD</strong></td>
</tr>
<tr>
<td>Ziegler Nichols</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Relay Auto tuning</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Computational Optimization</td>
</tr>
<tr>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 5.6: The performance criteria for second order plant without delay</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>TUNING METHOD</strong></td>
</tr>
<tr>
<td>Ziegler Nichols</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Relay Auto tuning</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Computational Optimization</td>
</tr>
<tr>
<td></td>
</tr>
</tbody>
</table>

Simulation results show that PID controller is better than PI controller for second order plant without delay. Tuning a PID controller with RA method is applicable when less
settling time ($t_s$) and integral squared error (ISE) is required. When less rise time ($t_r$) is required CO method is used. ZN method is used when less integral absolute error (IAE) is required.

**Figure 5.7:** Unit step response for the plant using Ziegler-Nichols tuning method

**Figure 5.8:** Unit step response for the plant using Relay Auto tuning method

Unit step response obtained by tuning of PID controller by Ziegler-Nichols, Relay Auto tuning and Computational Optimization is shown in Figures 5.7 to 5.9. The above
response shows that PI and PID controller is applicable for better response for second order plant without delay.

![STEP RESPONSE]

### Figure 5.9: Unit step response for the plant using Computational Optimization tuning method

#### 5.4 Second order system with delay

The transfer function of the plant is taken as:

\[
G_p(s) = \frac{-0.5189S + 1.462}{0.1858S^2 + 0.8627S + 1} \quad e^{-3S}
\]

<table>
<thead>
<tr>
<th>TUNING METHOD</th>
<th>Controller</th>
<th>(K_P)</th>
<th>(K_I)</th>
<th>(K_D)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ziegler Nichols</td>
<td>PI</td>
<td>0.3309</td>
<td>0.0471</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>PID</td>
<td>0.4412</td>
<td>0.1046</td>
<td>0.4655</td>
</tr>
<tr>
<td>Relay Auto tuning</td>
<td>PI</td>
<td>0.3936</td>
<td>0.0586</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>PID</td>
<td>0.2624</td>
<td>0.0652</td>
<td>0.2642</td>
</tr>
<tr>
<td>Computational Optimization</td>
<td>PI</td>
<td>NOT APPLICABLE</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>PID</td>
<td>1.2000</td>
<td>0.3600</td>
<td>0.3000</td>
</tr>
</tbody>
</table>
Table 5.8: Performance criteria for second order plant with delay

<table>
<thead>
<tr>
<th>TUNING METHOD</th>
<th>Controller</th>
<th>Rise time ($t_r$) in sec</th>
<th>Settling time ($t_s$) in sec</th>
<th>Peak time ($t_p$) in sec</th>
<th>Overshoot (%)</th>
<th>Steady state error ($e_{SS}$) in sec</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ziegler Nichols</td>
<td>PI</td>
<td>33.2036</td>
<td>66.0667</td>
<td>127.5329</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>PID</td>
<td>2.2628</td>
<td>32.5634</td>
<td>7.3758</td>
<td>13.5442</td>
<td>0</td>
</tr>
<tr>
<td>Relay Auto tuning</td>
<td>PI</td>
<td>27.0073</td>
<td>54.5930</td>
<td>210.6971</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>PID</td>
<td>19.1985</td>
<td>36.1991</td>
<td>113.3194</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Computational Optimization</td>
<td>PI</td>
<td>NOT APPLICABLE</td>
<td>NOT APPLICABLE</td>
<td>NOT APPLICABLE</td>
<td>NOT APPLICABLE</td>
<td>NOT APPLICABLE</td>
</tr>
<tr>
<td></td>
<td>PID</td>
<td>2.8614</td>
<td>39.0624</td>
<td>6.3484</td>
<td>16.5723</td>
<td>0</td>
</tr>
</tbody>
</table>

Simulation results show that PID controller is better than PI controller for second order plant with delay. Tuning a PID controller with ZN method is applicable when less rise time ($t_r$) and settling time ($t_s$) is required. For less peak time ($t_p$) CO method is used.

Figure 5.10: Unit step response for the plant using Ziegler-Nichols tuning method
Figures 5.10 to 5.12 shows the unit step response for second order plant with delay. From above Figure it is clear that when we use PID controller for tuning of second order plant with delay there is more distortion in the response so we prefer PI controller for this type of plant.
5.5 Third order system without delay

The transfer function of the plant is taken as:

\[ G_p(s) = \frac{6}{48s^3 + 44s^2 + 12s + 1} \]

Table 5.9: PID tuning parameters for third order plant without delay

<table>
<thead>
<tr>
<th>TUNING METHOD</th>
<th>Controller</th>
<th>(K_P)</th>
<th>(K_I)</th>
<th>(K_D)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ziegler Nichols</td>
<td>PI</td>
<td>0.7515</td>
<td>0.0675</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>PID</td>
<td>1.0020</td>
<td>0.2500</td>
<td>1.6733</td>
</tr>
<tr>
<td>Relay Auto tuning</td>
<td>PI</td>
<td>0.7354</td>
<td>0.0692</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>PID</td>
<td>0.9805</td>
<td>0.1539</td>
<td>1.5620</td>
</tr>
<tr>
<td>Modulus Optimum</td>
<td>PI</td>
<td>NOT APPLICABLE</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>PID</td>
<td>0.2500</td>
<td>0.0250</td>
<td>0.6000</td>
</tr>
<tr>
<td>Computational Optimization</td>
<td>PI</td>
<td>NOT APPLICABLE</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>PID</td>
<td>0.4600</td>
<td>0.0529</td>
<td>0.8000</td>
</tr>
</tbody>
</table>

Table 5.10: Performance criteria for a third order delay plant without delay

<table>
<thead>
<tr>
<th>TUNING METHOD</th>
<th>Controller</th>
<th>(t_r) in sec</th>
<th>(t_S) in sec</th>
<th>(t_P) in sec</th>
<th>Overshoot (%)</th>
<th>Steady state error (e_{SS}) in sec</th>
<th>IAE</th>
<th>ISE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ziegler Nichols</td>
<td>PI</td>
<td>3.5685</td>
<td>116.105</td>
<td>10.0737</td>
<td>0</td>
<td>0</td>
<td>2.4691</td>
<td>7.3001</td>
</tr>
<tr>
<td></td>
<td>PID</td>
<td>2.7766</td>
<td>58.4976</td>
<td>7.8134</td>
<td>59.2726</td>
<td>0</td>
<td>0.6666</td>
<td>4.113</td>
</tr>
<tr>
<td>Relay Auto tuning</td>
<td>PI</td>
<td>3.5941</td>
<td>117.284</td>
<td>10.2201</td>
<td>61.9451</td>
<td>0</td>
<td>2.4069</td>
<td>7.4101</td>
</tr>
<tr>
<td></td>
<td>PID</td>
<td>2.9935</td>
<td>33.1324</td>
<td>7.5034</td>
<td>42.8670</td>
<td>0</td>
<td>1.0831</td>
<td>2.827</td>
</tr>
<tr>
<td>Modulus Optimum</td>
<td>PI</td>
<td>NOT APPLICABLE</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>PID</td>
<td>10.7301</td>
<td>17.6936</td>
<td>28.2871</td>
<td>0.0839</td>
<td>0</td>
<td>6.6667</td>
<td>4.3345</td>
</tr>
<tr>
<td>Computational Optimization</td>
<td>PI</td>
<td>NOT APPLICABLE</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>PID</td>
<td>6.4775</td>
<td>22.1642</td>
<td>13.9401</td>
<td>8.6943</td>
<td>0</td>
<td>3.9382</td>
<td>3.3679</td>
</tr>
</tbody>
</table>
Simulation results show that tuning a PID controller is better than PI controller for third order plant without delay. PID controller with Ziegler Nichols (ZN) tuning method results in less rise time ($t_r$), peak time ($t_p$), and integral squared error (ISE). The Relay Auto tuning method is applicable when less ISE is required while Modulus Optimum (MO) tuning method is applicable when less settling time ($t_s$) and less overshoot is required and Computational Optimization (CO) method is helpful when the desired closed loop specifications are decided by the designer.

**Figure 5.13:** Unit step response for the plant using Ziegler-Nichols tuning method

**Figure 5.14:** Unit step response for the plant using Relay Auto tuning method
Unit step response for the third order plant using Ziegler-Nichols, Relay Auto tuning, Modulus Optimum and Computational Optimization is shown in Figures from 5.13 to 5.16 respectively. The above response shows that it is better to use PID controller than PI controller for third order plant without delay.
5.6 Third order system with delay

The transfer function of the plant is taken as:

\[ G_p(s) = \frac{6}{48s^3 + 44s^2 + 12s + 1} e^{-3s} \]

<table>
<thead>
<tr>
<th>TUNING METHOD</th>
<th>Controller</th>
<th>( K_p )</th>
<th>( K_i )</th>
<th>( K_d )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ziegler Nichols</td>
<td>PI</td>
<td>0.2421</td>
<td>0.0120</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>PID</td>
<td>0.3228</td>
<td>0.0266</td>
<td>0.9785</td>
</tr>
<tr>
<td>Relay Auto tuning</td>
<td>PI</td>
<td>0.2342</td>
<td>0.0120</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>PID</td>
<td>0.3123</td>
<td>0.0267</td>
<td>0.9124</td>
</tr>
<tr>
<td>Computational Optimization</td>
<td>PI</td>
<td>NOT APPLICABLE</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>PID</td>
<td>0.3800</td>
<td>0.0361</td>
<td>0.7000</td>
</tr>
</tbody>
</table>

Table 5.12: Performance criteria for third order plant with delay

<table>
<thead>
<tr>
<th>TUNING METHOD</th>
<th>Controller</th>
<th>Rise time( (t_r) ) in sec</th>
<th>Settling time( (t_s) ) in sec</th>
<th>Peak time( (t_p) ) in sec</th>
<th>Overshoot (%)</th>
<th>Steady state error ( (e_{SS}) ) in sec</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ziegler Nichols</td>
<td>PI</td>
<td>7.7365</td>
<td>74.4445</td>
<td>19.8317</td>
<td>16.4089</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>PID</td>
<td>4.9965</td>
<td>38.0829</td>
<td>13.9349</td>
<td>21.8323</td>
<td>0</td>
</tr>
<tr>
<td>Relay Auto tuning</td>
<td>PI</td>
<td>7.9322</td>
<td>75.0745</td>
<td>19.8331</td>
<td>15.0891</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>PID</td>
<td>5.2071</td>
<td>38.5963</td>
<td>14.4838</td>
<td>21.5836</td>
<td>0</td>
</tr>
<tr>
<td>Computational Optimization</td>
<td>PI</td>
<td>NOT APPLICABLE</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>PID</td>
<td>6.2210</td>
<td>35.1791</td>
<td>16.8937</td>
<td>18.5908</td>
<td>0</td>
</tr>
</tbody>
</table>

Simulation results show that tuning a PID controller is better than PI controller for third order plant with delay. PID controller with Ziegler Nichols (ZN) tuning method results in
less rise time ($t_r$) and peak time ($t_p$). The Computational Optimization (CO) method is helpful when less settling time ($t_s$) and overshoots are required.

**Figure 5.17:** Unit step response for the plant using Ziegler-Nichols tuning method

**Figure 5.18:** Unit step response for the plant using Relay Auto tuning method
Figures 5.17 to 5.19 shows the unit step response for the third order plant with delay using Ziegler-Nichols, Relay Auto tuning and Computational Optimization method respectively. The above response shows that PID controller is better than PI controller for third order plant with delay.

### 5.7 Third order plant by PSO

On simulation the following results have been obtained, first the system was tuned using Zeigler Nichols tuning method. The values of $K_P$, $K_I$ and $K_D$ obtained were 1.002, 0.25, and 1.6733 respectively. Secondly the system has been tuned using PSO. The following PSO parameters were used to verify the performance of the PSO-PID controller parameters. In this paper, we define $w=0.2$, $c1=4$, $c2=6$. 

![Figure 5.19: Unit step response for the plant using Computational Optimization tuning method](image-url)
### Table 5.13: The result of PID parameters for third order plant

<table>
<thead>
<tr>
<th>METHODS</th>
<th>K_p</th>
<th>K_D</th>
<th>K_I</th>
</tr>
</thead>
<tbody>
<tr>
<td>ZN</td>
<td>1.002</td>
<td>1.6733</td>
<td>0.25</td>
</tr>
</tbody>
</table>

<p>| | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>PSO</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Population</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>20</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Iteration</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Table 5.14: The result of PID performance criteria

<table>
<thead>
<tr>
<th>Performance Index</th>
<th>ZN</th>
<th>Population=20</th>
<th>Population=25</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>iter=2</td>
<td>iter=3</td>
<td>iter=4</td>
</tr>
<tr>
<td>Rise time (t_r) in sec</td>
<td>2.7668</td>
<td>4.5411</td>
<td>5.2959</td>
</tr>
<tr>
<td>Settling time (t_s) in sec</td>
<td>58.3869</td>
<td>51.4911</td>
<td>48.3869</td>
</tr>
<tr>
<td>Overshoot (%)</td>
<td>59.3524</td>
<td>34.5893</td>
<td>22.7791</td>
</tr>
<tr>
<td>Steady state error (e_s)</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>IAE</td>
<td>0.6667</td>
<td>3.9445</td>
<td>5.7401</td>
</tr>
</tbody>
</table>

Step response with ZN and PSO when population size is 20 and 25 and iteration is 2, 3 and 4 is shown in Figure 5.20 to Figure 5.24. The settling time and overshoot of the step response by PSO method is less than the ZN method. The settling time and overshoot gradually decreasing when we increase the number of iterations. The step response is also improved when we increase the number of population size.
Figure 5.20: Step response with ZN and PSO when population size is 20 and iteration is 2

Figure 5.21: Step response with ZN and PSO when population size is 20 and iteration is 3
Figure 5.22: Step response with ZN and PSO when population size is 20 and iteration is 4

Figure 5.23: Step response with ZN and PSO when population size is 25 and iteration is 2
Figure 5.24: Step response with ZN and PSO when population size is 25 and iteration is 3

Figure 5.25: Step response with ZN and PSO when population size is 25 and iteration is 4

Unit step response with ZN and PSO with different population size and iteration is shown in Figures 5.20 to 5.25. The above response shows that PSO is better than ZN tuning method for third order plant.
5.8 Third order plant with different control schemes

We consider the following plant model for different control schemes:

\[ G_{p1}(s) = \frac{6}{48s^3 + 44s^2 + 12s + 1} \]

\[ G_{p2}(s) = \frac{1}{0.5s + 1} \]

\[ G_d(s) = \frac{1}{5s + 1} \]

\[ G_{mf} = G_{m1} = G_{m2} = 1 \]

In this dissertation the plant \( G_{P2}(s) \) has been tuned by Direct Synthesis method and the plant \( G_{P1}(s) \) has been tuned by Zeigler Nichols and Relay Auto tuning method.

Figure 5.26: MATLAB Simulink diagram for feed forward plus feedback control by ZN
Figure 5.27: MATLAB Simulink diagram for cascade control by ZN method

Figure 5.28: MATLAB Simulink diagram for cascade plus feed forward control by ZN method
Figure 5.29: MATLAB Simulink diagram for feed forward plus feedback control by RA method

Figure 5.30: MATLAB Simulink diagram for cascade control by RA method
Figure 5.31: MATLAB Simulink diagram for cascade plus feed forward control by RA method

Table 5.15: The results of PID tuning parameters

<table>
<thead>
<tr>
<th>S.NO</th>
<th>CONTROL SCHEMES</th>
<th>TUNING METHODS</th>
<th>$K_P$</th>
<th>$K_I$</th>
<th>$K_D$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>FEED FORWARD PLUS FEEDBACK</td>
<td>ZN</td>
<td>1.00002</td>
<td>0.16798</td>
<td>1.488279</td>
</tr>
<tr>
<td></td>
<td></td>
<td>RA</td>
<td>0.98028</td>
<td>1.535</td>
<td>1.565</td>
</tr>
<tr>
<td>2</td>
<td>CASCADE</td>
<td>ZN</td>
<td>0.5958</td>
<td>0.07341</td>
<td>1.2087</td>
</tr>
<tr>
<td></td>
<td></td>
<td>RA</td>
<td>0.581028</td>
<td>0.068858</td>
<td>1.22568</td>
</tr>
<tr>
<td>3</td>
<td>CASCADE PLUS FEED FORWARD</td>
<td>ZN</td>
<td>0.59544</td>
<td>0.07058</td>
<td>1.25578</td>
</tr>
<tr>
<td></td>
<td></td>
<td>RA</td>
<td>0.58101</td>
<td>0.069437</td>
<td>1.215385</td>
</tr>
</tbody>
</table>
Table 5.16: The results of PID Performance Criteria

<table>
<thead>
<tr>
<th>S.NO</th>
<th>CONTROL SCHEMES</th>
<th>TUNING METHODS</th>
<th>Rise time($t_i$) in sec</th>
<th>Settling time($t_s$) in sec</th>
<th>Peak time($t_p$) in sec</th>
<th>Overshoot (%)</th>
<th>Steady state error ($e_{SS}$) in sec</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>FEED FORWARD PLUS FEEDBACK</td>
<td>ZN</td>
<td>2.94</td>
<td>39.9</td>
<td>7.89</td>
<td>48.1</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>RA</td>
<td>2.98</td>
<td>33</td>
<td>7.45</td>
<td>42.8</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>CASCADE</td>
<td>ZN</td>
<td>3.99</td>
<td>33.9</td>
<td>10.5</td>
<td>38</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>RA</td>
<td>4.06</td>
<td>33.1</td>
<td>11</td>
<td>34.4</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>CASCADE PLUS FEED FORWARD</td>
<td>ZN</td>
<td>3.99</td>
<td>32.9</td>
<td>10.3</td>
<td>35.3</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>RA</td>
<td>4.06</td>
<td>33.4</td>
<td>10.6</td>
<td>35</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 5.17: Comparison of Performance Indices

<table>
<thead>
<tr>
<th>S.NO</th>
<th>CONTROL SCHEMES</th>
<th>TUNING METHODS</th>
<th>IAE</th>
<th>ISE</th>
<th>ITSE</th>
<th>ITAE</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>FEED FORWARD PLUS FEEDBACK</td>
<td>ZN</td>
<td>4.103</td>
<td>1.377</td>
<td>39.62</td>
<td>5.365</td>
</tr>
<tr>
<td></td>
<td></td>
<td>RA</td>
<td>3.579</td>
<td>1.276</td>
<td>28.99</td>
<td>4.219</td>
</tr>
<tr>
<td>2</td>
<td>CASCADE</td>
<td>ZN</td>
<td>7.569</td>
<td>3.978</td>
<td>73.43</td>
<td>19.31</td>
</tr>
<tr>
<td></td>
<td></td>
<td>RA</td>
<td>7.083</td>
<td>3.827</td>
<td>62.76</td>
<td>17.13</td>
</tr>
<tr>
<td>3</td>
<td>CASCADE PLUS FEED FORWARD</td>
<td>ZN</td>
<td>6.585</td>
<td>3.271</td>
<td>58.05</td>
<td>14.63</td>
</tr>
<tr>
<td></td>
<td></td>
<td>RA</td>
<td>6.658</td>
<td>3.313</td>
<td>59.15</td>
<td>14.93</td>
</tr>
</tbody>
</table>

The performances of various tuning methods have been compared by applying a step input to the given process. Simulation results shows that tuning a PID controller with Relay auto (RA) tuning method results in less settling time ($t_i$), overshoot (%), ISE, IAE, ITAE and ITSE. Simulation results also show that tuning a PID controller with Relay Auto (RA) tuning method is better than Ziegler Nichols (ZN) tuning method.
Figure 5.32: Unit step response for feed forward plus feedback control by using ZN and RA method

Figure 5.33: Unit step response for cascade control by using ZN and RA method
Unit step response for feed forward plus feedback, cascade and cascade plus feed forward control by using ZN and RA method is shown in Figures 5.32 to 5.34. From above response it is clear that RA method is better than ZN for feed forward plus feedback and cascade control. ZN method is better than RA tuning method for cascade plus feed forward control.
CHAPTER 6

Conclusion and Future Scope

In this dissertation, performance evaluation of different control schemes such as feedback, feedback plus feed forward, cascade and cascade plus feed forward using various conventional tuning methods like Ziegler-Nichols, Relay Auto tuning, Modulus Optimum and Computational Optimization has been compared. The performance comparison is in terms of rise time, settling time, peak time, overshoot and steady state error by applying a step response to a particular scheme. For feed forward plus feedback control scheme Relay Auto tuning method is better over Ziegler-Nichols method when less settling time, peak time, overshoot, IAE, ISE, ITSE, ITAE are required. While Ziegler-Nichols method is best when less rise time (2.94 sec in comparison to 2.98 sec of Relay Auto tuning) is required. For cascade control scheme Relay Auto tuning method gives better performance over Ziegler-Nichols method when less settling time, overshoot, IAE, ISE, ITSE, ITAE are required. While Ziegler-Nichols method is best when less rise time (3.99 sec in comparison to 4.06 sec of Relay Auto tuning method) and less peak time (10.5 sec in comparison 11 of Relay Auto tuning) are required. For cascade plus feed forward control scheme Ziegler-Nichols method provide better performance over Relay Auto tuning method when less rise time, settling time, peak time, IAE, ISE, ITSE, ITAE are required. While Relay Auto tuning method is best when less overshoot (35% in comparison 35.3% of Ziegler-Nichols method) is required.

Future Scope

Any work however precise it may be always have the scope of future improvement. On the same lines, although a lot of work has been done in the dissertation performance evaluation of different control scheme using various tuning methods but still the tuning of PID controller using various intelligent methods such as Fuzzy logic, Genetic Algorithm,
Artificial Neural Network etc. may be done and their performance analysis may be carried out to find the best method for a particular application.
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